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Abstract—We propose a biologically inspired, distributed coordination scheme based on nearest-neighbor interactions for a set of mobile kinematic agents equipped with vision sensors. It is assumed that each agent is only capable of measuring the following three quantities relative to each of its nearest neighbors (as defined by a proximity graph): time-to-collision, a single optical flow vector and relative bearing. We prove that the proposed distributed control law results in alignment of headings and flocking, even when the topology of the proximity graph representing the interconnection changes with time. It is shown that when the proximity graph is "jointly connected" over time, flocking and velocity alignment will occur. Furthermore, the distributed control law can be extended to the case where the agents follow a leader. Under similar connectivity assumptions, we prove that the headings converge to that of the leader. Simulations are presented to demonstrate the effectiveness of this approach.

I. INTRODUCTION

Over the past few years a considerable amount of attention has been focused on the problem of coordinated motion and cooperative control of multiple autonomous agents. From ecology and evolutionary biology to social sciences, and from systems and control theory to complexity theory, statistical physics, and computer graphics, researchers have been trying to develop an understanding of how a group of moving objects such as flocks of birds, schools of fish, crowds of people can perform collective tasks such as reaching a consensus or moving in a formation without centralized coordination.

Such problems have been studied in ecology and theoretical biology, in the context of animal aggregation and social cohesion in animal groups. There is evidence that individuals within such groups often only have access to local information about the behavior of near-neighbors. Nevertheless this is sufficient as an organizing principle for the entire group to perform collective locomotion, yet remain cohesive even when moving around obstacles or when avoiding predators [28].

Furthermore, there has been a large body of research focused on mimicking the observed social aggregation phenomena in different animal species using computer simulation. The pioneering work in this area was done by Reynolds [29]. More recently, several researchers in the area of statistical physics and complexity theory have addressed flocking and schooling behavior in the context of non-equilibrium phenomena in many-degree-of-freedom dynamical systems and self organization in systems of self-propelled particles, starting from the work of Vicsek et al. [34].

In robotics and control theory, these problems have been studied in the context of cooperative control of autonomous robots, unmanned vehicles, and general multiagent systems. A nonexhaustive list of references include [5], [8], [10], [12], [15], [17], [25], [26], [32]. A simple but compelling model of flocking and coordination is the model proposed by Vicsek et al. in [34] and analyzed in [15]. The model describes a set of agents moving with constant speed v, whose heading direction is updated by a simple alignment rule. The heading of each agent is updated in discrete time as the average of the heading of itself and those who fall within a disc of a pre-specified radius centered around each agent. As the agents move, the set of nearest neighbors change, resulting in a discontinuous change or switching in the control law. The neighborhood relationship between any two agents can be described conveniently with a graph whose nodes represent the agents and the edges represent the neighborhood relation. It was shown in [15] that if the neighborhood graph stays connected in time, then the headings of all agents converge to a common value. As a result all agents align, and the pairwise distances stabilize. Furthermore, it was shown that when one agent acts as a leader, the headings converge to that of the leader under similar conditions.

Over the past 2 years, a plethora of similar results have appeared in the control literature. Also, extensions to dynamic point-mass models have also appeared [26], [32]. These results assume that each agent is capable of measuring the heading of its nearest neighbors (in discrete time models), or difference between headings of itself and its neighbors (in continuous-time models), effectively requiring communication on top of sensing.

While the nearest neighbor interactions have been shown to be biologically plausible and have been observed in schools of fish and flocks of birds, the assumptions about knowledge of relative headings and distances is not biologically plausible. Even if some species might use ultrasound to estimate distances or binocular vision to estimate positions and motions of others, such sensing mechanisms do not perform well for flocking where simultaneous measurements in multiple directions are needed. The simplest assumption we can make is that such systems have only monocular vision and that they
have basic visual capabilities like the estimation of \textit{optical flow} and \textit{time to collision}. Experimental evidence suggest that several animal species, including pigeons, are capable of estimating time to collision [20], [36]. Computationally, time to collision can be estimated from the ratio of area change to area or from the divergence of the optical flow [4], [19]. Regarding optical flow, we refer the reader to the survey [3].

Many of the existing vision-based distributed control strategies assume that the robots are capable of communicating to their neighbors an estimation of their position [30], [38], [39] and are based on distributed computation [1]. Other cooperative systems are based on local computation work in the configuration space [11], [24]. From the vision point of view, our paper is mostly related to the formation control systems in [6], [7], [35]. However, these approaches assume that a specific vertical pose of an omnidirectional camera allows the computation of both bearing and distance, while we use only the optical flow (bearing derivative) and time-to-collision.

Our goal in this paper is to develop a provably correct coordination and flocking scheme that is also biologically plausible. We will show that coordination and flocking is possible based on measuring time-to-collision and optical flow, even if the neighborhood graph topology changes, so long as a weak notion of connectivity denoted as "connectivity in time" is preserved (same as in [15]). We will also show that the above problem is directly related to the Kuramoto model of coupled nonlinear oscillators, a famous problem in mathematical physics [16], [31].

II. GRAPH THEORY PRELIMINARIES

In this section we introduce some standard graph theoretic notation and terminology. For more information, the interested reader is referred to [13].

An (undirected) graph $G$ consists of a vertex set, $\mathcal{V}$, and an edge set $\mathcal{E}$, where an edge is an unordered pair of distinct vertices in $G$. If $x, y \in \mathcal{V}$, and $(x, y) \in \mathcal{E}$, then $x$ and $y$ are said to be adjacent, or neighbors and we denote this by writing $x \sim y$. The number of neighbors of each vertex is its valence. A path of length $r$ from vertex $x$ to vertex $y$ is a sequence of $r + 1$ distinct vertices starting with $x$ and ending with $y$ such that consecutive vertices are adjacent. If there is a path between any two vertices of a graph $G$, then $G$ is said to be connected. If there is such a path on a directed graph ignoring the direction of the edges, then the graph is weakly connected.

The adjacency matrix $A(G) = [a_{ij}]$ of an (undirected) graph $G$ is a symmetric matrix with rows and columns indexed by the vertices of $G$, such that $a_{ij} = 1$ if vertex $i$ and vertex $j$ are neighbors and $a_{ij} = 0$, otherwise. The valence matrix $D(G)$ of a graph $G$ is a diagonal matrix with rows and columns indexed by $\mathcal{V}$, in which the $(i, i)$-entry is the valence of vertex $i$. The (undirected) graph of a (symmetric) matrix is a graph whose adjacency matrix is constructed by replacing all nonzero entries of the matrix with 1.

The symmetric singular matrix defined as:

$$L(G) = D(G) - A(G)$$

is called the Laplacian of $G$. The Laplacian matrix captures many topological properties of the graph. The Laplacian $L$ is a positive semidefinite M-matrix (a matrix whose off-diagonal entries are all nonpositive) and the algebraic multiplicity of its zero eigenvalue (i.e., the dimension of its kernel) is equal to the number of connected components in the graph. The $n$-dimensional eigenvector associated with the zero eigenvalue is the vector of ones, $1$.

Given an orientation of the edges of a graph, we can define the edge-vertex incidence matrix of the graph to be a matrix $B$ with rows indexed by vertices and columns indexed by edges with entries of 1 representing the source of a directed edge and -1 representing a sink. The Laplacian matrix of a graph can be also represented in terms of its incidence matrix as

$$L = BB^T$$

independent of the orientation of the edges.

III. DISTRIBUTED COORDINATION AND FLOCKING WITH KINEMATIC MODELS

A. System Model

Consider a group of $N$ agents on a plane. Each agent is equipped with a vision sensor that is capable of sensing some information from its neighbors as defined by:

$$\mathcal{N}_i = \{j | i \sim j \} \subseteq \{1, \ldots, N\}\backslash \{i\}.$$  

The neighborhood set of agent $i$, $\mathcal{N}_i$, is a set of agents that can be “seen” by agent $i$. The exact definition of “sensing” will be discussed shortly. The characteristics of the vision sensor limits the size of the neighborhood. We therefore assume that there is a predetermined radius $R$ which determines the neighborhood relationship. The location of agent $i$, $(i = 1, \ldots, N)$ in the world coordinates is given by $(x_i, y_i)$ and it’s velocity is $v_i = (x_i, \dot{x}_i, y_i, \dot{y}_i)^T$. The heading or orientation of agent $i$ is $\theta_i$ and is given by:

$$\theta_i = \tan2(\dot{y}_i, \dot{x}_i).$$

It is assumed that all agents move with constance speed $v$.

We assume a unicycle kinematic model for each agent:

$$\begin{align*}
\dot{x}_i &= v \cos \theta_i \\
\dot{y}_i &= v \sin \theta_i \\
\dot{\theta}_i &= \omega_i \quad i = 1, \ldots, N
\end{align*}$$

The goal is to design a control input $\omega_i$ so that the group of mobile agents flock in the sense of following definition:

**Definition 3.1: (Flocking)** A group of mobile agents is said to (asymptotically) flock, when all agents attain the same velocity vector and distances between the agents are stabilized.

In order to make the model biologically plausible, we impose constraints on what each agent can measure. Let $\beta_{ij}$ (bearing) be the relative angle between agents $i$ and $j$ as measured in the local coordinate of agent $i$. To formally define the sensing, we assume that each agent $i$ can measure:

- $\beta_{ij}$ or the relative bearing in agent $i$’s reference frame
- $\beta_{ij}$ or "optical flow": the rate of change of bearing
- $\tau_{ij}$ or "time-to-collision"
for any agent $j$ in the set of its neighbors $N_i$. Note that measurement of time-to-collision $\tau_{ij}$ is not equivalent to measurement of the relative distance between agents as is usually the case in visual motion problems. This is due to the fact that time-to-collision can only recover the distance up to an unknown factor which in our case is different for every agent. The reader should also note that only one optical flow vector per rigid body is observed. Thus, making it impossible to rely on structure from motion algorithms.

Simple calculation reveals that bearing and relative distance between agents $i$ and $j$ are given by (see Figure 1):

$$\text{Distance} : l_{ij}^2 = (x_j - x_i)^2 + (y_j - y_i)^2$$

(2)

$$\text{Bearing} : \beta_{ij} = \arctan2(y_j - y_i, x_j - x_i) - \theta_i + \frac{\pi}{2}$$

(3)

It can be shown that the time-to-collision between agents $i$ and $j$ can be measured as the rate of growth of the image area [20], i.e. the relative change in the area $A_{ij}$ of projection of agent $j$ on the image plane of agent $i$. In other words

$$\tau_{ij} = \frac{A_j}{A_{ij}} = \frac{l_{ij}}{l_{ij}}$$

B. The Distributed Control Law

In order to have a successful distributed control law which results in heading alignment and flocking, we need to have a measure of misalignment appear as a term in the controller. One way for the control input of any agent $i$ to be spatially distributed and result in alignment, is to have the form $\theta_i = -\sum_j w_{ij} (\theta_i - \theta_j)$, where weights $w_{ij}$ are positive when agent $i$ is a neighbor of agent $j$, and zero otherwise. Such a distributed control law is effectively the negative of the weighted Laplacian of the proximity graph, and has been analyzed in [2], [15], [21], [22], [26]. However, as we said before, since there is no communication between nearest neighbors, the relative heading information is not available. It turns out however, that we do not need to have $\theta_i - \theta_j$ explicitly in the controller. Instead, it suffices to have an odd function of $\theta_i - \theta_j$.

How can we generate a distributed control law based on measured quantities? A simple calculation indicates that when two agents are aligned, the resulting optical flow is zero. This suggests that perhaps the sum of optical flows between each agent and its neighbors is a plausible choice. Unfortunately, having the sum of optical flows between each node and its nearest neighbors equal to zero is necessary for alignment, but is not sufficient. This is where the knowledge of time to collision becomes useful.

Consider any pair of agents $i$ and any of its neighbors $j$. By differentiating (2) we get

$$\frac{1}{\tau_{ij}} = \frac{i_{ij}}{l_{ij}} = \frac{2v}{l_{ij}} \sin\left(\frac{\theta_i - \theta_j}{2}\right) \cos\left(\beta_{ij} + \frac{\theta_i - \theta_j}{2}\right)$$

(4)

and by differentiating (3) we obtain

$$\beta_{ij} + \omega_i = -\frac{2v}{l_{ij}} \sin\left(\frac{\theta_i - \theta_j}{2}\right) \sin\left(\beta_{ij} + \frac{\theta_i - \theta_j}{2}\right)$$

(5)

A straightforward computation, using trigonometry identities, shows that the following relation between (4) and (5) holds:

$$\frac{1}{\tau_{ij}} \cos \beta_{ij} - (\omega_i + \beta_{ij}) \sin \beta_{ij} = \frac{v}{l_{ij}} \sin(\theta_i - \theta_j).$$

(6)

This provides us with an odd function of $\theta_i - \theta_j$. Since this equation holds for any agent $i$ and any of its neighbors $j \in N_i$, we can sum (6) over all its neighbors to get

$$\sum_{j \in N_i} \frac{1}{\tau_{ij}} \cos \beta_{ij} - \sum_{j \in N_i} (\omega_i + \beta_{ij}) \sin \beta_{ij} = \sum_{j \in N_i} \frac{v}{l_{ij}} \sin(\theta_i - \theta_j).$$

(7)

We will show in section IV that a control law of the form

$$\omega_i = -\sum_{j \in N_i} \frac{v}{l_{ij}} \sin(\theta_i - \theta_j)$$

(8)

will result in flocking according to definition 3.1. Equation (7) reveals that the above control law can be exactly computed using the measured quantities from nearest neighbors. By plugging (8) in (7), we get:

$$\omega_i = \frac{1}{1 - \sum_{j \in N_i} \sin \beta_{ij} \sum_{j \in N_i} \left(\beta_{ij} \sin \beta_{ij} - \frac{1}{\tau_{ij}} \cos \beta_{ij}\right)}.$$

(9)

In the next section, we will show that the above distributed control strategy will result in flocking even when the set of nearest neighbors change in time.

IV. Stability Analysis

We now prove that the above chosen control law results in flocking of all agents first when the proximity graph is fixed and connected, and then when the graph changes with time but a weaker notion of connectivity is preserved. Note that the heading equation is now exactly the well-known Kuramoto model of coupled nonlinear oscillators, which has been studied extensively in the mathematical physics literature [31], and its stability properties was analyzed recently in [16], [22], [26]. The particular case of all-to-all connected graphs was also analyzed in [18].
A. Fixed Graphs

We first consider the case where the neighboring relations among agents are represented by a fixed, weighted graph.

**Definition 4.1:** The neighboring graph \( \mathbb{G} = \{ \mathcal{V}, \mathcal{E}, W \} \) is a weighted graph consisting of:

- a set of vertices \( \mathcal{V} \) indexed by the set of mobile agents;
- a set of pairs \( \mathcal{E} = \{ e_{ij} = (v_i, v_j) \mid v_i, v_j \in \mathcal{V}, \text{ and } i \neq j \} \);
- a set of positive edge weights \( w_{ij} \), for each edge \( e_{ij} \).

Assume an arbitrary orientation for the edges of \( \mathbb{G} \). Consider the \( N \times e \) incidence matrix \( B \) of this oriented graph, \( \mathbb{G} \) with \( N \) vertices and \( e \) edges. Then, we can write (8) as:

\[
\dot{\theta} = \omega = -BW \sin(B^T \theta)
\]

where \( B = \text{diag}(\frac{1}{\sin(\theta_i - \theta_j)} \mid (i, j) \in \mathcal{E}) \).

The quantities \( \omega \) and \( \dot{i}_{ij} \) are positive and \( \sin(\Delta \theta) = \frac{\sin(\Delta \theta)}{\Delta \theta} \) is positive when the heading vector \( \theta \) is in the cube \( (-\pi/2, \pi/2)^N \). Therefore \( W \) is a valid weight matrix. Now consider the quadratic Lyapunov function \( U = \frac{1}{2} \theta^T \theta \). Then,

\[
\dot{U} = \theta^T \dot{\theta} = -\theta^T BWB^T \theta = -\theta^T L_w \theta \leq 0
\]

where \( L_w = BWB^T \) is the Laplacian of the graph \( \mathbb{G} \). Because \( U \) is a non-increasing function along the trajectories of the system \( (U \geq 0 \text{ and } \dot{U} \leq 0) \), the set

\[
\Omega_c = \{ \theta, \ i = 1, \ldots, N \mid U \leq c \}
\]

is positively invariant for the largest value of \( c \) such that \( \Omega_c \subseteq (-\pi/2, \pi/2)^N \). It is also compact (closed and bounded) because \( \theta \)'s are bounded and vary continuously. Hence, according to LaSalle's invariance principle any solution starting in \( \Omega_c \) converges to the largest invariant set, \( S_\theta \), contained in

\[
E = \{ \theta, \ i = 1, \ldots, N \mid \dot{U} = 0 \}
\]

as \( t \to \infty \). This largest invariant set, \( S_\theta \), is a set of states that are solutions of \( L_w \theta = 0 \). Therefore, vector \( \theta \) is in the null space of the weighted Laplacian.

If graph \( \mathbb{G} \) is connected, null space of \( L_w \) is the span of the vector \( 1 \doteq [1, \ldots, 1]^T \).

\[
S_\theta = \{ (\theta_1, \ldots, \theta_N) \mid \theta_1 = \ldots = \theta_N = \bar{\theta} \}
\]

which suggests that all agents reach the same heading as \( t \to \infty \).

Now we can show that eventually the relative distances between agents stabilizes. In order to have \( l_{ij} \) equal to a constant, we just need to show that \( \lim_{t \to \infty} l_{ij} = 0 \). From (4) we can show that:

\[
\lim_{t \to \infty} l_{ij} = \lim_{t \to \infty} 2v \sin(\frac{\theta_i - \theta_j}{2}) \cos(\frac{\theta_i - \theta_j}{2} + \beta_{ij})
\]

From (12) and the fact that \( \sin(\cdot) \) is a bounded function we get: \( \lim_{\theta_i, \theta_j \to \bar{\theta}} l_{ij} = 0 \). Thus, the inter-agent distances stabilizes eventually and the group of mobile agents reaches a formation.

We have therefore proven the following theorem:

**Theorem 4.2:** Consider a set of kinematic mobile agents described by (1). Assume that each agent \( i \) is capable of measuring the bearing angle \( \beta_{ij} \), the optical flow \( \beta_{ij} \), as well as the time-to-collision \( \tau_{ij} \). If the graph \( \mathbb{G} \) representing the neighborhood relationship is fixed and connected, then (9) will result in flocking and the consensus state is locally asymptotically stable, i.e., all headings will eventually align and all pair-wise distances will stabilize.

Note that for all initial conditions that the connectivity condition holds the result is valid.

B. Switching Graphs

In practice, the motion of individual agents will result in change in topology. This change in topology could be taken into account by using smooth “bump functions” [26], or by resorting to nonsmooth analysis [32]. To avoid complications that occur because of discontinuous change in the set of nearest neighbors, we will assume that there is always a minimum period of time, called a dwell time over which the graph does not change. This simplifying assumption will avoid infinite switches over a finite period of time, and can be relaxed by using nonsmooth analysis [9]. What this means in the present context is that each agent is constrained to change its control law only at discrete time instances. Each agent \( i \) would use a control law similar to (8) which is now hybrid, since the set of neighbors \( N_i \) changes discontinuously. By assuming a minimum dwell time, the controller would be of the form:

\[
\omega_i(t) = \sum_{j \in N_i(t_{ik})} v_{ij} \frac{\sin(\theta_i(t) - \theta_j(t))}{l_{ij}(t)}
\]

where \( \mu_i \) is a pre-specified positive number called a dwell time and \( \{ t_0, t_1, \ldots \} \) is an infinite time sequence such that \( t_{(k+1)} - t_{ik} = \mu_i, \ k \geq 0 \). In the sequel we will analyze controls of this form subject to two simplifying assumptions. First we will assume that all \( N \) agents use the same dwell time which we henceforth denote by \( \mu_D \). Second we assume the agents are synchronized in the sense that \( t_{ik} = t_{jk} \) for all \( i, j \in \{1, 2, \ldots, N\} \) and all \( k \geq 0 \).

**Definition 4.3:** A collection of graphs \( \{ \mathbb{G}_{p_1}, \mathbb{G}_{p_2}, \ldots, \mathbb{G}_{p_m} \} \), each with vertex set \( V \) is called jointly connected, if the graph \( \mathbb{G} \) with vertex set \( V \) and edge set equaling the union of the edge sets of all of the graphs in the collection is connected.

It is natural to say that the \( N \) agents under consideration are linked together across a time interval \([t, \tau]\) if the collection of graphs \( \{ \mathbb{G}_{\sigma(t)}, \mathbb{G}_{\sigma(t+1)}, \ldots, \mathbb{G}_{\sigma(\tau)} \} \) encountered along the interval, is jointly connected. In [15] it was shown that the proposed nearest neighbor law results in heading alignment and flocking if there is an infinite sequence of non-consecutive, bounded, non-overlapping time intervals over which the agents are linked together.
This result was further extended in [21], [22] to the case where the agents are linked together over infinite time intervals. This means that for any time $t_0$, the collection of graphs over $[t_0, \infty)$ has to be jointly connected. If the uniformity requirement is removed, only asymptotic convergence of all headings is achieved, as opposed to exponential convergence. It turns out that the existence of uniformly bounded time intervals is necessary for exponential alignment of all headings.

In trying to extend the previous theorem to graphs with the above mentioned switching regime, we need the following lemma, which was proven in [15].

**Lemma 4.4:** If \( \{G_{p_1}, G_{p_2}, \ldots, G_{p_m}\} \) is a jointly connected collection of graphs with Laplacians \( L_{p_1}, L_{p_2}, \ldots, L_{p_m} \), then

\[
\bigcap_{i=1}^{m} \text{kernel } L_{p_i} = \text{span } \{1\}.
\]  

(13)

The above lemma states that the intersection of the null space of the Laplacian of a set of jointly connected graphs is only the vector of ones. In other words, even though the graphs might be disconnected, and as a result their Laplacian have a larger kernel, the intersection is only the vector of ones. We can now state the following theorem:

**Theorem 4.5:** Let the initial heading vector \( \theta_0 \) be fixed and let \( \sigma : \{0, 1, 2, \ldots\} \to \mathcal{P} \) be a switching signal mapping the integers to a finite set of indices corresponding to all graphs over \( N \) vertices for which there exists an infinite sequence of contiguous, non-empty, bounded, time-intervals \([t_i, t_{i+1})\), \( i \geq 0 \), starting at \( t_0 = 0 \), with the property that across each such interval, the \( N \)-agent group is linked together. Then

\[
\lim_{t \to \infty} \theta(t) = \theta_{\infty} 1
\]  

(14)

for some value \( \theta_{\infty} \), i.e., all agents will asymptotically flock.

**Proof:** We use the same Lyapunov function \( U := \frac{1}{2} \theta^T \theta \) as before. Using the same notation, we now have

\[
\dot{U} = \theta^T \dot{\theta} = -\theta^T B_{\sigma(t)} W_{\sigma(t)}(\theta) B_{\sigma(t)}^T \theta = -\theta^T L_{\sigma} \theta \leq 0
\]

where \( \sigma \) is the switching signal, and for each \( p \in \mathcal{P} \), \( L_{\sigma} \) is the weighted Laplacian matrix of the corresponding graph. Again, we note that since the headings are in the cube \((-\pi/2, \pi/2)^N\), the weights are positive, and \( L_{\sigma} \) is a positive semidefinite matrix. By LaSalle’s invariance principle, over the compact set \( \Omega_c = \{\theta \mid U \leq c\} \) (for the largest value of c such that \( \Omega_c \subseteq (-\pi/2, \pi/2)^N \)), the trajectories converge to the largest invariant set in the set \( U = 0 \). Because \( \sigma(\cdot) \) is such that there is an infinite sequence of jointly connected collection of graphs, and because of the previous lemma, the largest invariant set over the set \( \dot{U} = 0 \) is only the span of vector \( 1 \). Therefore, in the region \((-\pi/2, \pi/2)^N \) there is an exponential decrease in the value of the Lyapunov function for the component of the heading along \( 1^\perp \).

In other words, we can decompose the vector \( \theta \) as the direct sum of two components along \( 1 \) and its orthogonal complement in the subspace \( 1^\perp \). Since there is no other direction in the set \( \dot{U} = 0 \), the component of \( \theta \) along \( 1^\perp \) decays to zero exponentially fast and therefore all agents align. Once the agents’ headings are aligned, the velocity vectors become the same, and as before, \( \dot{l}_{ij} \) goes to zero and all pairwise distances stabilize to a constant value.

**Remark 4.6:** It is shown in [27] that if the measurements of the headings from neighboring agents is delayed by \( t_i \), then linear stability still holds.

V. LEADER FOLLOWING

In many flocking instances observed in the nature, such as flocking of birds, one of the flock-mates acts as the leader of the group and others follow the leader while staying in a formation. Similarly, here we consider the case that one additional agent, labeled 0, acts as the group’s leader. Agent 0 moves with the constant velocity \( v \) (same as others) and a fixed heading \( \theta_0 \). Other agents in the group may or may not have the leader as a neighbor. Here we find a control law that results in a stable formation of the group while following the leader, so that in the end all agents reach the desired heading \( \theta_0 \).

Consider the input of each agent in the leaderless case that is given by (8). We can separate the leader from other agents and write:

\[
\dot{\theta}_i = -\sum_{j \in N_i} \frac{v}{l_{ij}} \sin(\theta_i - \theta_j) - c_i \frac{v}{l_{i0}} \sin(\theta_i - \theta_0),
\]

(15)

where \( c_i = 1 \) if agent \( i \) and the leader are neighbors and \( c_i = 0 \) otherwise.

To show that all the headings become equal to \( \theta_0 \), we consider the error term \( e_i = \theta_i - \theta_0 \). Since \( \dot{e}_i = \dot{\theta}_i \), we can write (15) as follows:

\[
\dot{e}_i = -\sum_{j \in N_i} \frac{v}{l_{ij}} (e_i - e_j) - c_i \frac{v}{l_{i0}} e_i.
\]

Similar to calculations of section IV, the error dynamics becomes:

\[
\dot{e} = -BW B^T e - W_l e
\]

\[
= -(L_w + W_l) e
\]

\[
= -H_l e
\]

(16)

where \( W = \text{diag}\{ \frac{v}{l_{ij}} \sin(\theta_i - \theta_j) \mid (i, j) \in \mathcal{E} \} \) and \( W_l = \text{diag}\{ c_i \frac{v}{l_{i0}} \sin(\theta_i - \theta_0) \mid (i, 0) \in \mathcal{E} \} \). Both \( W \) and \( W_l \) are weight matrices with positive entries, because \( \sin(\theta_i - \theta_0) \) is positive for \( \theta_i \in (-\pi/2, \pi/2) \), and \( v, l_{ij}, \) and \( c_i \) are all positive coefficients.

In order to show that the error is asymptotically stable, consider the Lyapunov function \( U = \frac{1}{2}e^T e \).

The derivative of this along the trajectory of the error system can be written as \( \dot{U} = -e^T H_l e \), where \( H_l = (L_w + W_l) \).

Next, we will prove that \( H_l \) is positive definite, and the error will asymptotically decay to zero. Note that both \( L_w \) and \( W_l \) are positive semi-definite matrices and so is \( H_l \). We need to show that \( H_l \) is indeed positive definite. To do this, we make the following observations:

- \( H_l \) is an irreducible matrix (because if we replace nonzero elements of \( L_w \) with 1 we obtain the adjacency matrix of
that all agents move with a constant speed $1$

Among agents hold. Without loss of generality, it is assumed

two dimensional. Similar assumptions on the local interactions

we obtained for planar motion in section IV to flocking in

Our goal in this section is to extend the flocking results

3 dimensions is given by:

$$X_{ij} = \begin{pmatrix} 
\cos \theta_i \cos \phi_i \\
\sin \theta_i \\
-\sin \phi_i
\end{pmatrix} ,
$$

and $U_{\theta i}$ and $U_{\phi i}$ are the control inputs for agent $i$. Figure 2 shows the tangent space containing the vectors $X_{i\theta}$, $X_{i\phi}$ and the geodesic direction $Y_{ij}$.

The notion of a geodesic control law was first introduced in [23], and the inputs

$$U_{\theta i} = - \sum_{j \in N_i} \sin \phi_j \sin (\theta_i - \theta_j)$$

(19)

$$U_{\phi_i} = - \sum_{j \in N_i} \sin \phi_i \cos \phi_j - \sin \phi_j \cos \phi_i \cos (\theta_i - \theta_j)$$

(20)

were derived for the alignment of the velocity vectors of a group of kinematics agent. We state the following theorem without proof and refer the reader to [23] for more details.

Theorem 6.1: Consider the system of $N$ agents with dynamics given by (18). If the proximity graph of the agents is fixed and connected, then the control laws (19) and (20) result in flocking (at least locally) in the sense of definition (3.1), i.e.,

the consensus state is locally asymptotically stable.

We now use the geodesic control laws to design control inputs that are only functions of the measurable quantities of bearing, optical flow and time-to-collision. Note that in 3D the bearing is expressed by two projection angles $\beta_{ij}, \psi_{ij}$ (Figure 3), and consequently the optical flow of a neighboring agent is represented by $\beta_{ij}, \psi_{ij}$, which are the speeds of projections.

Let $l_{ij}$ denote the distance between two agents $i$ and $j$. Then $Q_{ij} = l_{ij} q_{ij}$ is a vector in $\mathbb{R}^3$ connecting $i$ to $j$, and

$$Q_{ij} = \begin{bmatrix}
l_{ij} \sin \psi_{ij} \cos \beta_{ij} \\
l_{ij} \sin \psi_{ij} \sin \beta_{ij} \\
l_{ij} \cos \psi_{ij}
\end{bmatrix} .$$

(21)

The optical flow equation for agent $i$ is now given by

$$\sum_{j \in N_i} Q_{ij} = - \sum_{j \in N_i} \omega_i \times Q_{ij} + \sum_{j \in N_i} (v_j - v_i)$$

(22)

where $\omega_i \in \mathbb{R}^3$ is the angular velocity vector of agent $i$. $v_i$ and $v_j$ are the velocity vectors of agents $i$ and $j$ given in the body frame of agent $i$. The summation is over the set of neighbors $N_i$ of agent $i$.

The angular velocity $\omega_i$ in terms of the desired inputs (19) and (20) becomes

$$\omega_i = \sum_{j \in N_i} v_i \times v_j = \begin{bmatrix} -U_{\theta i} \\
U_{\phi i} \\
0
\end{bmatrix} .$$

(23)
After plugging in (21) and (23) in the optical flow equation (22), we can solve for the control input $U_{i\theta}$ and $U_{i\phi}$ in terms of the measured quantities $\beta_{ij}, \psi_{ij}, \dot{\beta}_{ij}, \dot{\psi}_{ij}$ and $\tau_{ij}$. It is shown in the next section that the geodesic control laws can result in the alignment of the velocities vectors of a multi-agent system.

VII. SIMULATIONS

In this section we numerically show that the distributed control law (9) can force a group of agents to flock according to definition (3.1). In our simulations the group consists of 10 agents with dynamics described by (1). The initial position and heading of all agents are generated randomly within a pre-specified area. The initial location of agents are shown by ($\diamond$), and the final location by ($\ast$). The neighboring radius is chosen large enough so that agents form a connected graph.

The initial states of 10 agents are shown in Figure 4. Figure 5 shows that agents smoothly adjust their headings and after a reasonable amount of time they converge to a formation, and their relative distances stabilizes.

The effect of a leader in the group is shown in Figures 6 and 7. In the simulations, one of the agents is randomly chosen to be the leader of the group, and its heading is constant. Without knowing which one of them is the leader, all other agent adjust their headings to follow him so that the formation remains stable. Even if the leader’s motion has dynamics, agents in the group will follow him, as it is shown in Figure 7.

Figure 8 shows how the geodesic control laws (19) and (20) result in flocking of agents in three dimensions.

VIII. CONCLUSIONS AND FUTURE WORK

We provided a coordination scheme which resulted in flocking of a collection of kinematic agents. The control law was based on nearest neighbor sensing, without the need for explicit communication between agents. The coordination scheme was based on measurement of relative bearing, optical flow and time-to-collision between each agent and its nearest neighbors. It was shown that it possible to develop a distributed control law similar to that of the Kuramoto model of coupled nonlinear oscillators [16].

It was shown that flocking is possible despite possible changes in the topology of the proximity graph representing the neighborhood relationship. Furthermore, we showed that similar results extend to leader-follower formations. A generalization of the current analysis would be to develop results similar to [32], [33] for dynamic models, by using artificial potential functions similar to [10] while avoiding explicit use of relative headings.

An important question that we need to answer is how to enforce the connectivity condition of the proximity graph. This idea is known as topology control in the mathematics and networking community. A starting point could be to follow the work of [37] as a primary result in topology control for planar graphs.
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