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Abstract—This paper presents LQG-MP (linear-quadratic Gaussian motion planning), a new approach to robot motion planning that takes into account the sensors and the controller that will be used during execution of the robot’s path. LQG-MP is based on the linear-quadratic Gaussian models of uncertainty, and explicitly characterizes in advance (i.e., before execution) the a-priori probability distributions of the state of the robot along its path. These distributions can be used to assess the quality of the path, for instance by computing the probability of avoiding collisions. Many methods can be used to generate the needed ensemble of candidate paths from which the best path is selected; in this paper we report results using the RRT-algorithm. We study the performance of LQG-MP with simulation experiments in three scenarios involving a kinodynamic car-like robot, multi-robot planning with differential-drive robots, and a 6-DOF manipulator.

I. INTRODUCTION

Motion uncertainty, i.e. the fact that the motion of the robot unpredictably deviates from what a dynamics model predicts, and imperfect state information due to partial or noisy measurements of the robot's state, arise in many real-world robotic tasks ranging from guiding mobile robots over uneven terrain to performing robotic surgery with high-DOF manipulators. The amount of motion and sensing uncertainty may depend on the particular motion that is executed and the state the robot is in, so different paths for the robot will have different uncertainties associated with them. Because safety and accuracy are of critical importance for many robotic tasks, these uncertainties will have significant influence on which path is best for the task at hand. The challenge we discuss in this paper is to precisely quantify these uncertainties in advance, such that the best path can be selected.

Many traditional path planners assume deterministic motion and full knowledge of the state [18], [13], and leave issues of uncertainty to the control phase in which the path may be executed using a feedback controller [15]. Planning and control are related but distinct fields. While recent work on path planning has addressed motion and/or sensing uncertainty (see Section II), most planning methods do not account for control during execution and most control methods take the path as given. LQG-MP builds a bridge between these disciplines and draws from results in both.
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The key insight of LQG-MP is that the a-priori knowledge of the sensors and controller that will be used during the execution of the path can be used to optimize the path in the planning phase. We base our approach on the linear-quadratic controller (LQG-controller) with Gaussian models of the motion and sensing uncertainty, as it provides optimal control for guiding a robot along a planned path [4]. We will show that for a given stochastic model of the motion dynamics, and a stochastic model of the sensor measurements obtained during execution, it is possible to derive in advance (i.e. before execution) the a-priori probability distributions of the states and the control inputs of the robot along a given path (see Fig. 1). These distributions can be used to compute, for example, the probability that collisions will be avoided, the likelihood that the robot will arrive at the goal, or any other measure defining the quality of the path. We can then use any motion planning method to generate a large set of candidate paths, and select the path that is best with respect to the chosen planning objective.

Our approach is generally applicable to both holonomic and non-holonomic robots with state spaces of arbitrary dimension and kinematics and dynamics constraints. We assume that the stochastic dynamics model of the robot and the stochastic observation model are given explicitly, and that their stochasticity can be modeled by Gaussian noise.
Our approach is designed for linear models, but can also be applied to non-linear models if they are locally well approximated by their linearizations.

We implemented our approach using the RRT motion planning algorithm [18] for representative path planning problems, and validated our approach using simulation experiments. We will show that the quality of candidate paths can differ starkly based on the uncertainty, even if traditional planning criteria such as path length or clearance from obstacles are similar, and that the type of sensors used during execution of the path has a significant influence on which path is best. A path planner that is unaware of the sensors, the controller and their uncertainties would not be able to make this distinction, and may produce sub-optimal paths.

The remainder of this paper is organized as follows. We start by discussing related work in Section II. We formally define the problem addressed in this paper in Section III. In Section IV we show how LQG-MP computes the a-priori probability distributions for a given path. In Section V, we discuss application examples and simulation results of LQG-MP for several motion and sensing models and planning objectives. We conclude in Section VI.

II. RELATED WORK

A substantial body of work has addressed uncertainty in motion planning. The uncertainty typically originates from three sources: (i) motion uncertainty, (ii) sensing uncertainty and partial observations, and (iii) uncertainty about the environment. Our approach focuses on the first two, but is to some extent also applicable to the latter, as we will show in one of our experiments.

Planners that specifically take into account motion uncertainty include [14], [21], [29]. These planners plan paths that avoid rough terrain, but do not consider partial observability and sensing uncertainty. In [10], the probability of collisions is minimized for the specific case of a manipulator with base pose uncertainty. The sensing uncertainty is taken into account in the planner of [28], which aims to optimize the information content along a path. Planners in [5], [7], [20] assume that landmark regions exist in the environment where the accumulated motion uncertainty can be “reset”.

Other approaches blend planning and control by defining a global control policy over the entire environment. MDPs, for instance, can be used with motion uncertainty to optimize probability of success [1], [30]. However, they require discretization of the state and control input spaces. The MDP concept can be extended to POMDPs to also include sensing uncertainty [12], [16], [26], but these suffer from issues of scalability [24]. The method of [17] also provides a global control policy in case of motion and sensing uncertainty.

Another class of planners considers the uncertainty about the environment and obstacles, rather than motion and sensing uncertainty [6], [9], [22], [23]. They typically aim to plan paths for which the probability of collisions is minimal.

Existing planners that are most directly related to LQG-MP take into account the available sensing capability to maximize the probability of arriving at the goal or to minimize expected cost [8], [11], [25], [27]. However, these algorithms implicitly assume to receive maximum-likelihood measurements from the sensors, which does not result in the true probability distributions of the state of the robot, but rather a measure of how well one will be able to infer the state. Besides the sensors, LQG-MP also takes into account the controller that will be used for executing the path, and computes the true a-priori probability distributions of the state of the robot along its future path.

III. PROBLEM DEFINITION

Let $X = \mathbb{R}^n$ be the state space of the robot, and let $U = \mathbb{R}^m$ be the control input space of the robot. We assume that time is discretized into stages of equal duration, and that applying a control input $u_t \in U$ at stage $t$ brings the robot from state $x_t \in X$ at stage $t$ to state $x_{t+1} \in X$ at stage $t+1$ according to a given stochastic dynamics model:

$$x_t = f(x_{t-1}, u_{t-1}, m_t), \quad m_t \sim \mathcal{N}(0, M_t), \quad (1)$$

where $m_t$ is the process noise at stage $t$ drawn from a zero-mean Gaussian distribution with variance $M_t$ that models the motion uncertainty. We assume that the function $f$ is either linear or locally well approximated by its linearization.

Let us be given a start state $x_{\text{start}} \in X$ where the robot begins and a goal region $X_{\text{goal}} \subseteq X$ where the robot needs to go. A path $\Pi$ for the robot is defined as a series of states and control inputs $(x_0, u_0, \ldots, x_{\ell}, u_{\ell})$, such that $x_0 = x_{\text{start}}$, $x_\ell \in X_{\text{goal}}$, and $x_t = f(x_{t-1}, u_{t-1}, 0)$ for $0 \leq t \leq \ell$, where $\ell$ is the number of stages of the path. That is, a path connects the start state and the goal region, and is consistent with the dynamics model if there were no process noise.

During execution of the path, the robot will deviate from the path due to motion uncertainty. To compensate for unexpected motions, we assume that the path will be executed using a feedback controller that aims to keep the robot close to the path by minimizing the cost function

$$\mathbb{E}\left(\sum_{t=0}^{\ell} \left( (x_t - x^\star_T)^T C (x_t - x^\star_T) + (u_t - u^\star_T)^T D (u_t - u^\star_T) \right) \right), \quad (2)$$

which quadratically penalizes deviations from the path. $C$ and $D$ are given positive-definite weight matrices.

We assume that noisy sensors provide us with partial information about the state during execution of the path according to a given stochastic observation model:

$$z_t = h(x_t, n_t), \quad n_t \sim \mathcal{N}(0, N_t), \quad (3)$$

where $z_t$ is the measurement obtained at stage $t$ that relates to state $x_t$ through function $h$, and $n_t$ is the measurement noise drawn from a zero-mean Gaussian with variance $N_t$. We assume that the function $h$ is either linear or locally well approximated by its linearization.

We define our problem in two parts; (i) given the stochastic dynamics model, the stochastic observation model, and the cost function, compute the a-priori distributions of the state and control input along a given path, and (ii) given a planning objective based on the probability distributions, select the best path among a large set of candidates.
IV. A-priori Probability Distributions

In this section we describe how to compute the a-priori probability distributions of the state and control input of the robot along a given path II. For this, we use the fact that we know in advance what controller will be used to execute the path: for linear dynamics and observation models with Gaussian noise and a quadratic cost function, the optimal approach for executing the path is to use an LQR feedback controller in parallel with a Kalman filter for state estimation, which is called linear-quadratic Gaussian (LQG) control [4]. A Kalman filter provides the optimal estimate of the state given previous state estimates, measurements and control inputs, and an LQR controller provides the optimal control input given the estimate of the state.

We will first discuss how to linearize the dynamics and observation model, and then review the Kalman filter and LQR controller. From these, we compute the a-priori probability distributions of the states and the control inputs of the robot along the path.

A. Linearized Dynamics and Observation Model

In principle, our approach applies to linear dynamics and observation models $f$ and $h$. However, since the robot is controlled to stay close to the path during execution, we can approximate non-linear models with local linearizations (i.e. first-order Taylor expansions) around the path II. This gives the following linearized (stochastic) models:

$$x_t = f(x_{t-1}^*, u_{t-1}^*, 0) + A_t(x_{t-1} - x_{t-1}^*) + B_t(u_{t-1} - u_{t-1}^*) + V_t m_t,$$
$$z_t = h(x_t^*) + H_t(x_t - x_t^*) + W_t n_t,$$

for $t = 1, \ldots T$. These are the standard equations for a finite-horizon discrete-time LQR controller [4].

It is convenient to express the control problem in terms of the deviation from the path. By defining

$$\bar{x}_t = x_t - x_t^*, \quad \bar{u}_t = u_t - u_t^*, \quad \bar{z}_t = z_t - h(x_t^*, 0),$$

as the state deviation, control input deviation and measurement deviation, respectively, we can formulate the dynamics and observation model of Equations (4) and (5) as

$$\bar{x}_t = A_t \bar{x}_{t-1} + B_t \bar{u}_{t-1} + V_t m_t, \quad m_t \sim N(0, M_t),$$
$$\bar{z}_t = H_t \bar{x}_t + W_t n_t, \quad n_t \sim N(0, N_t),$$

and the cost function of Equation (2) as

$$\mathbb{E} \left( \sum_{t=0}^T (\bar{x}_t^T C \bar{x}_t + \bar{u}_t^T D \bar{u}_t) \right).$$

This is the standard formulation of an LQG-control problem.

B. Kalman Filter for Optimal State Estimation

The Kalman filter keeps track of the estimate $\hat{x}_t$ and variance $P_t$ of the true state $x_t$ during the execution of the path. It continually performs two steps; a process update to propagate the applied control input $u_t$, and a measurement update to incorporate the obtained measurement $z_t$.

**Process update:**

$$\hat{x}_{t+1} = A_t \hat{x}_t + B_t \tilde{u}_{t-1},$$
$$P_{t+1} = A_t P_t A_t^T + V_t M_t V_t^T,$$

**Measurement update:**

$$K_t = P_{t+1} H_t^T (H_t P_t H_t^T + W_t N_t W_t^T)^{-1}$$
$$\hat{x}_t = \hat{x}_{t+1} + K_t (z_t - H_t \hat{x}_{t+1}),$$
$$P_t = (I - K_t H_t) P_{t+1}.$$
\[ A_t \dot{x}_{t-1} + B_t L_{t-1} \dot{x}_{t-1} + K_t (H_t \dot{x}_t + W_t n_t - H_t (A_t \dot{x}_t + B_t L_{t-1} \dot{x}_{t-1})) = A_t \dot{x}_{t-1} + B_t L_{t-1} \dot{x}_{t-1} + K_t (H_t (A_t \dot{x}_t + B_t L_{t-1} \dot{x}_{t-1}) + V_t m_t) + W_t n_t - H_t (A_t \dot{x}_t + B_t L_{t-1} \dot{x}_{t-1}) \]

Equation (19) follows from substituting Equation (18) into Equation (7). The first equality of (20) follows from substituting Equation (18) into Equation (10) and Equation (10) into Equation (13); the second and third equalities follow after substituting Equations (8) and (19), respectively, and the fourth equality follows after expanding the terms.

Combining Equations (19) and (20) gives the matrix form:

\[
\begin{bmatrix}
\dot{x}_t \\
\dot{u}_t \\
\end{bmatrix} =
\begin{bmatrix}
A_t & B_t L_{t-1} \\
K_t H_t A_t & A_t + B_t L_{t-1} - K_t H_t A_t \\
V_t & 0 \\
K_t H_t V_t & K_t W_t \\
\end{bmatrix}
\begin{bmatrix}
x_{t-1} \\
u_t \\
\end{bmatrix} +
\begin{bmatrix}
\mu_t \\
\mu_t \\
\mu_t \\
\mu_t \\
\end{bmatrix} \sim N\left(0, \begin{bmatrix} M_t & 0 \\
0 & N_t \end{bmatrix}\right),
\]

which we write shorthand (for the appropriate definitions of \(y_t, q_t, F_t, G_t\) and \(Q_t\)) as:

\[ y_t = F_t \tilde{y}_{t-1} + G_t q_t, \quad q_t \sim N(0, Q_t). \]  

From this, we can compute the mean \(\bar{y}_t\) and the variance \(R_t\) of \(y_t = [\bar{x}_t, \bar{u}_t]\) for any stage \(t\) of the execution of the path:

\[ \bar{y}_t = F_t \bar{y}_{t-1}, \quad \bar{y}_0 = 0, \quad R_t = F_t R_{t-1} F_t^T + G_t Q_t G_t^T, \quad R_0 = \begin{bmatrix} P_0 & 0 \\
0 & 0 \end{bmatrix}. \]  

Note that the mean \(\bar{y}_t\) is zero for all stages \(t\). Hence, \([\bar{x}_t, \bar{u}_t]\) follows from Equations (18) and (6) that

\[ \begin{bmatrix} \bar{x}_t \\
\bar{u}_t \end{bmatrix} = \begin{bmatrix} I & 0 \\
0 & L_t \end{bmatrix} \begin{bmatrix} \bar{x}_{t-1} \\
\bar{u}_{t-1} \end{bmatrix} + \begin{bmatrix} \bar{x}_t \\
\bar{u}_t \end{bmatrix}, \]  

the a-priori distribution of the state \(x_t\) and the control input \(u_t\) at stage \(t\) of the execution of the path is:

\[ \begin{bmatrix} x_t \\
u_t \end{bmatrix} \sim N\left(\begin{bmatrix} \bar{x}_t \\
\bar{u}_t \end{bmatrix}, \Lambda_t R_t \Lambda_t^T \right), \quad \Lambda_t = \begin{bmatrix} I & 0 \\
0 & L_t \end{bmatrix}. \]  

The covariance between \([x_i, u_i]\) and \([x_j, u_j]\) is given by:

\[ \text{cov}([x_i, u_i], [x_j, u_j]) = \Lambda_i R_i \Lambda_i^T \Lambda_j R_j \Lambda_j^T, \quad i < j. \]  

Using the a-priori distributions, the quality of path \(P\) can be computed with respect to the chosen planning objective. We can then use any motion planner to generate a large set of candidate paths, from which the best one is selected.

V. EXAMPLE APPLICATIONS AND RESULTS

In this section, we report simulation results for three scenarios in which LQG-MP is used to select a path. In each of the three scenarios, we use a different dynamics model, observation model and planning objective, and provide comparative analysis with a brute-force approach. We report results for an Intel P7-350 2GHz with 4GB RAM.

For each scenario, we use the random rapidly-exploring tree (RRT) algorithm [18] to generate a large set of candidate paths. The RRT algorithm is well suited for our context as it can handle any dynamics model (without process noise) of the form of Equation (1) well. Even though it only plans a single path between the start state and the goal region, the path is generated randomly and will thus be different each time the algorithm is run. Hence, to generate multiple different paths, we run the RRT algorithm multiple times.

A. Car-Like Robot

In the first scenario, we apply LQG-MP to a non-holonomic car-like robot with 2nd-order dynamics in a 2-D environment with obstacles. The robot needs to move from a start state \(x_{\text{start}}\) to a goal region \(x_{\text{goal}}\) without colliding with the obstacles in the environment (see Fig. 2(a)).

1) Dynamics model: The state \(x = (x, y, \theta, v)\) of the robot is a 4-D vector consisting of its position \((x, y)\), its orientation \(\theta\), and its speed \(v\) (see Fig. 2(b)). Its control input \(u = (a, \phi)\) is a 2-D vector consisting of an acceleration \(a\) and a steering wheel angle \(\phi\), corrupted by process noise \(\eta = (\bar{\sigma}_a, \bar{\sigma}_\phi) \sim N(0, \begin{bmatrix} \sigma_a^2 & 0 \\
0 & \sigma_\phi^2 \end{bmatrix})\). This gives the following nonlinear dynamics model:

\[ f(x, u, \eta) = \begin{bmatrix} x + \tau v \cos \theta \\
y + \tau v \sin \theta \\
\theta + \tau v \tan(\phi + \bar{\phi})/d \\
v + \tau(a + \bar{a}) \end{bmatrix}, \]

where \(\tau\) is the duration of a stage (time step), and \(d\) the distance the robot needs to travel on the road. The robot corrupted by measurement noise \(\tilde{y} = \tilde{y} \sim N(0, \sigma_y^2)\). This gives the following linear observation model:

\[ h(x, u) = y + \tilde{y}. \]  

Even though the sensor feedback is very partial, information about the other variables is still obtained through the environment with obstacles. The robot needs to move between a start state and a goal region without colliding with obstacles. Sensors can only measure the y-coordinate of the position of the robot. The best path according to LQG-MP among the 1000 generated by RRT is shown. (b) The state \(x\) of a car-like robot.
3) Planning objective: We aim to find the path for the robot with a minimal probability of colliding with obstacles. Instead of computing this probability exactly, we will use an approximation that can be computed efficiently given the probability distributions along the path. To this end, we look at the number of standard deviations that one can deviate from the path before the robot may collide with an obstacle. Let this number be denoted $c_t$ for stage $t$ along the path. For a multivariate Gaussian distribution of dimension $n$, the probability that a sample is within $c_t$ standard deviations is given by $\Gamma(n/2, c^2_t/2)$, where $\Gamma$ is the regularized Gamma function [32]. It provides a lower bound of the probability of avoiding collisions at stage $t$. We now define the quality of a path $\Pi$ as:

$$\prod_{t=0}^{\ell} \Gamma(n/2, c^2_t/2),$$

(29)

which is indicative of the probability that collisions will be avoided during execution. It is the planning objective to find a path for which this measure is maximal.

The value of $c_t$ for stage $t$ is computed as follows. For simplicity, we approximate the geometry of the car by a bounding disc, such that its orientation has no influence on whether or not the car is colliding. Also its speed does not influence its collision status. Hence, $c_t$ is determined by the distribution $N(p_t, \Sigma_t)$ of the position of the car (i.e. $n = 2$), which is the marginal distribution of the first two variables of $N([x^T, y^T, \theta^T])$ as computed in Equation (25). Let $U_t$ be a matrix such that $U_t^T U_t = \Sigma_t$. The set of positions within one standard deviation is then an ellipse centered at the mean $p_t$ obtained by transforming a unit disc by $U_t$, and $c_t$ is the maximum factor by which the ellipse can be scaled such that it does not intersect with obstacles (see Fig. 1(a)).

Computing $c_t$ can efficiently be implemented using a collision-checker that is capable of performing distance calculations and linear transformations on the geometry, for instance SOLID [3]. Transforming the environment (including the robot) by $U_t^{-1}$ (such that the uncertainty ellipse becomes a unit disc, see Fig. 1(a)), and calculating the Euclidean distance between the robot and the nearest obstacle in the transformed environment gives the value of $c_t$ for stage $t$.

4) Results: We randomly generated 1000 paths using the RRT algorithm, which took 56.8 seconds. For each of the paths, we computed the a-priori probability distributions and the measure of Equation (29), which took in total 2.67 seconds. The best path among the 1000 is shown in Fig. 2(a). It can be seen that the “lower-right” passage is chosen to get to the goal. This can be explained as the uncertainty will mainly be in the $x$-coordinate given that the sensors only provide feedback on the $y$-coordinate. The geometry of the lower-right passage allows for more deviation in the $x$-direction than the upper-left passage. Indeed, changing the observation model such that only the $x$-coordinate is measured results in a path that takes the upper-left passage.

To validate our results, we used a brute-force approach to estimate for each path the “ground-truth” probability that it will be executed without collisions. We performed 10,000 simulations of executions of the path using the LQR-controller and an extended Kalman Filter with artificially generated process and measurement noise, and counted the number of collision-free executions. This took in total 10440 seconds, which is almost 4000 times as much as the time needed by LQG-MP to evaluate the paths. It turns out that the path selected by LQG-MP has a 99% probability of success. The average probability of success over the 1000 paths is 61%, and the worst path has a probability of success of 13%. This is an indication of the typical and worst-case success rate of paths planned by a planner unaware of the uncertainties. Among the paths taking the upper-left passage, the best one has a success rate of 88% (versus 99% for the best path overall). This shows that the type of sensors used during execution has a significant influence on which path is optimal, even as the environment is symmetric.

In Fig. 1(b) the samples of 100 simulations are shown for the best among the 1000 paths, along with the uncertainty ellipses of the a-priori probability distributions as computed by LQG-MP. As can be seen, the samples indeed follow the a-priori distributions computed by LQG-MP. This shows that any error introduced into LQG-MP by the linearization of the dynamics model is insignificant for this example.

B. Multi-Robot Planning with Differential-Drive Robots

In the second experiment, we apply LQG-MP to multi-robot motion planning with disc-shaped differential-drive robots (e.g. Roomba vacuum cleaners). Eight robots need to move simultaneously to their antipodal position in the environment without mutual collisions (see Fig. 3(a)). We use a prioritized approach to the multi-robot planning problem: the robots are planned for one by one in order of a priority assigned to them, and aim to avoid collisions with robots of higher priority, which are treated as moving obstacles [2]. This means that for each robot we apply LQG-MP to a dynamic environment in which not only the robot itself is subject to uncertainty, but also the obstacles (i.e. the robots of higher priority).

1) Dynamics model: The state $x = (x, y, \theta)$ of each robot is a 3-D vector consisting of its position $(x, y)$ and its
distribution of the position of robot i where this probability more directly than we did for the first priority along its path. In this experiment, we approximate mimize the probability that it will collide with a robot of higher priority for which a path has already been selected. The result for the other robots. That is, in case of equal probabilities of success, we aim to minimize the function $\sum_{t=0}^{\ell} \text{tr}(\Sigma_i^t)$. This is equivalent to maximizing the likelihood that the robot will exactly follow the path II during execution. The robot with the highest priority does not need to avoid other robots, so it will select its path purely based on the secondary objective.

4) Results: For each of the robots in turn, we planned 1000 paths using the RRT algorithm and selected the path that is best according to the planning objective. Note that the paths were planned such that, if there were no uncertainty, they are collision-free with respect to the robots of higher priority for which a path has already been selected. The result is shown in Fig. 4, along with the uncertainty ellipses of the a-priori probability distributions along the paths. It can be seen that the robots need to get close to the beacons to be able to estimate their position accurately. Almost all of the robots move through the region around the central beacons $b_3$ and $b_4$. At the same time, the robots aim to stay far away from each other, in order to minimize the probability of collisions.

Robot 2, for instance, makes a wide detour around robot 1. Robot 3 first avoids robot 1 and then robot 2, causing its path to have a wide S-shape.

The quantitative results are given in Table I. The second column shows the time needed to plan 1000 paths for each robot, and the third column shows the time needed by LQG-MP to compute the probabilities of success for all paths. It shows that these probabilities can be computed efficiently. Per path, it takes an order of magnitude less time than planning the path itself. The third column shows the probability of success of the best path among the 1000 paths. This is the path that LQG-MP selects for the particular robot. The fourth column shows the average probability of success of the 1000 paths. This provides an indication of what an uncertainty-unaware planner would typically achieve. The probability that all eight robots successfully reach their goal is the product of the robot’s individual probabilities of success, and is shown in the bottom row. This is 98.6% for LQG-MP, whereas an uncertainty-unaware planner would on average only have a 2.13% probability of success.

C. 6-DOF Manipulator

In the third experiment, we apply LQG-MP to a holonomic 6-DOF articulated robot in a 3-D environment. The robot needs to move from its initial state $x^{\text{start}}$ to a configuration

\begin{table}[h]
\centering
\caption{Results for Scenario B (1000 paths per robot)}
\begin{tabular}{|c|c|c|c|c|}
\hline
robot & RRT & LQG-MP & Best path & Avg. path \\
\hline
1 & 28.2s & 0.99s & 100% & 70.3% \\
2 & 29.5s & 1.75s & 100% & 69.2% \\
3 & 30.5s & 2.79s & 100% & 60.9% \\
4 & 57.0s & 2.92s & 99.2% & 10.6% \\
5 & 49.8s & 3.90s & 99.8% & 21.0% \\
6 & 39.2s & 5.26s & 99.9% & 24.8% \\
7 & 77.8s & 6.85s & 99.7% & 13.0% \\
\hline
\end{tabular}
\end{table}
of the robot. Let a stereo camera that tracks the position of the end-effector of joint angles of the state \( x \).

This results in the following linear dynamics model:

\[
\begin{bmatrix}
\dot{\eta}_1 \\
\dot{\eta}_2 \\
\dot{\eta}_3 \\
\dot{\eta}_4 \\
\dot{\eta}_5 \\
\dot{\eta}_6
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4 \\
\eta_5 \\
\eta_6
\end{bmatrix} + 
\begin{bmatrix}
\theta_1 \\
\theta_2 \\
\theta_3 \\
\theta_4 \\
\theta_5 \\
\theta_6
\end{bmatrix}
\]

2) Observation model: The robot receives feedback from a stereo camera that tracks the position of the end-effector of the robot. Let \( p = g(x) \) be the function relating the set of joint angles of the state \( x \) to the position \( p \in \mathbb{R}^3 \) of the end-effector. This point is projected on the imaging plane of each camera \( i \), which has a unit focal distance and a known location \((\hat{x}_i, \hat{y}_i, \hat{z}_i)\) (see Fig. 5(b)). Hence, the measurement \( z \) is a 4-D vector consisting of the pixel coordinates of the end-effector on the imaging planes of both cameras, corrupted by measurement noise \( n \sim \mathcal{N}(0, \sigma^2_n I) \).

Ignoring occlusions, this gives the following non-linear observation model:

\[
h(x, n) = \begin{bmatrix}
\frac{(g_x(x) - \hat{x}_1)}{(g_x(x) - \hat{z}_1)} \\
\frac{(g_y(x) - \hat{y}_1)}{(g_y(x) - \hat{z}_1)} \\
\frac{(g_z(x) - \hat{x}_2)}{(g_z(x) - \hat{z}_2)} \\
\frac{(g_y(x) - \hat{y}_2)}{(g_y(x) - \hat{z}_2)}
\end{bmatrix} + n. \tag{35}
\]

3) Planning objective: We aim to maximize the likelihood that the end-effector arrives at its goal position. Let \( \mathcal{N}(p_\ell, \Sigma_\ell) \) be the distribution of the position of the end-effector at the last stage of the path, then this likelihood is maximal when tr(\( \Sigma_\ell \)) is minimal. \( \Sigma_\ell \) can be approximated from the variance \( \Sigma_\ell \) of the state \( x_\ell \) computed by LQG-MP as \( \Sigma_\ell = T_\ell X_\ell T_\ell^T \), where \( T_\ell = \frac{\partial g}{\partial x}(x_\ell) \), i.e. the Jacobian matrix of function \( g \) at the goal position.

4) Results: We planned 1000 paths for the robot using the RRT algorithm, and computed for each the likelihood of arriving at the goal. Constructing the paths took 192 seconds, and evaluating them using LQG-MP took 1.16 seconds. The path found best is shown in Fig. 6(a). Interestingly, the robot chooses to move in the plane perpendicular to the viewing direction of the camera while being fully stretched out. In such configurations, the position of the end-effector contains most information about the angles at the joints. This apparently outweighs the benefit of more precise positioning when the end-effector is closer to the camera. Indeed, an experiment in which the camera is placed above the robot.
results in a path with similar characteristics (see Fig. 6(b)).

VI. CONCLUSION AND FUTURE WORK

We have presented LQG-MP, a new approach to evaluate paths in motion planning for robots subject to motion and sensing uncertainty. LQG-MP precisely characterizes the a-priori probability distributions of the state of the robot along a given path, based on which the path can be optimized for the particular task. We have shown that this considerably increases the probability of a successful execution when compared to uncertainty-unaware planners. The key of LQG-MP is that it takes into account the a-priori knowledge of both the sensors and controller in the planning phase.

In the experiments we performed, we have not used the a-priori distributions of the control input that LQG-MP also computes, nor the covariances between the states at different stages along the path. We envision that these could be used to compute the conditional distributions of the remainder of the path after each application of a control input during the execution. If the new distributions indicate that the quality has dropped below a threshold, we might opt to replan. Current planning times, though, do not allow for real-time application of LQG-MP. It is a major objective of future work to bring planning times down, for instance by devising a focused planner such that planning a large set of candidate paths is no longer required. Other limitations, such as the fact that the candidate paths may not constitute a representative sample in high-dimensional state spaces, and the jaggedness of the paths that RRT produces, might then also be resolved.

We plan to use LQG-MP in future work on optimizing accuracy and safety in challenging robotic applications, such as autonomous helicopter flight, needle steering for prostate brachytherapy, and robotic-assisted surgery.
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