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Abstract—An activity recognition system is a very important component for assistant robots, but training such a system usually requires a large and correctly labeled dataset. Most of the previous works only allow training data to have a single activity label per segment, which is overly restrictive because the labels are not always certain. It is, therefore, desirable to allow multiple labels for ambiguous segments. In this paper, we introduce the method of soft labeling, which allows annotators to assign multiple, weighted, labels to data segments. This is useful in many situations, e.g. when the labels are uncertain, when part of the labels are missing, or when multiple annotators assign inconsistent labels. We treat the activity recognition task as a sequential labeling problem. Latent variables are embedded to exploit sub-level semantics for better estimation. We propose a novel method for learning model parameters from soft-labeled data in a max-margin framework. The model is evaluated on a challenging dataset (CAD-120), which is captured by a RGB-D sensor mounted on the robot. To simulate the uncertainty in data annotation, we randomly change the labels for transition segments. The results show significant improvement over the state-of-the-art approach.

I. INTRODUCTION

Activity recognition is an important task for assistant robots, particularly in elderly care [1] (Fig. 1). This topic has been widely studied in both robotics communities [3, 5, 10, 14] and other fields [15, 19, 20]. Most of the work uses a dataset where labels are hard assigned regardless of uncertainty. Learning from these data, however, is often quite problematic because the labeling uncertainty is not captured.

The traditional way of labeling data requires human annotators to watch through the video and choose the exact transition point between consecutive activities. This is often quite hard as frames near the transition field tend to be very similar to each other, as is illustrated in Fig. 2. Also, labels of the frames can be too uncertain to be visually discerned. A typical solution to this problem is to play the video back and forth and to check the context for disambiguation. This can reduce the risk of assigning incorrect labels to the sequences, yet it is a rather time-consuming task and the resulting labels can still be erroneous. To be more efficient and also more accurate, the labeling tasks are usually distributed to multiple annotators. As annotating data is a very subjective process, the assigned labels may contradict each other. To deal with this problem, one can pick the most commonly assigned label as the final assignment, thus throwing away the rest of annotations, even though these may still be quite informative.

We formulate the task of activity recognition as sequential labeling problem. i.e. Knowing a sequence of observations (e.g. a RGB-D video), we would like to predict the most likely underlying sequence of activity labels. In our model, we represent activities and video segments as nodes, and we use edges to model the compatibility among them. Hurried readers may want to see our graphical model in Fig. 3 the details of which will be presented in Section III.

In this paper, we introduce soft labeling (Section V-A), a method that allows labeling a single video segment with multiple choices. The name is defined in contrast to the hard assignment of a single label for each video segment. This is very useful when labels of the segments are not certain. For example, the boundary between two activities is usually not very clear, see Fig. 2. Using soft labeling, the annotator can simply choose to assign both labels with 0.5 confidence. Soft labeling can be used to represent partially labeled data as well. For example, for segments where labels are missing or hard to be defined, we can make the assignment uniformly distributed over all the labels. Moreover, when multiple annotators are involved, the soft labels can be encoded as a multinomial distribution according to the voting from multiple annotators. Therefore, the soft labeling is a more flexible way compared with the normal annotation methods.

For learning, we propose a novel loss function that incorporates the soft labeling in a max-margin learning framework (Section V). Unlike the typical zero-one loss, our loss function can give values ranging from zero to one. Compared with the approaches that model labeling uncertainty by adding nodes in the graphical model [18], our method does not increase the computational complexity of the model, as it is independent of the graphical structure. Our source code is available at http://[7/ninghanghu.eu/activity_recognition.html]
Fig. 2. Comparison between the traditional way of annotation and our way (soft labeling). The video is sampled from the CAD-120 dataset [10]. Each image in the picture represents a video segment. In this example, the subject performs two activities, “moving” (green) and “placing” (blue). Labels of the first two and last two frames are easy to assign. However, assigning labels for the frames between the two activities is purely based on personal preferences (traditional way). Instead of assigning an arbitrary label, we propose to assign 0.5 to both labels (our way) and let the learning algorithm to determine which label is correct.

## II. RELATED WORK

Most prior works in robotics and computer vision formulate the activity recognition problem as Conditional Random Fields (CRFs) [4, 5, 6, 9, 19, 14, 15, 20, 21]. The CRFs model the environment with nodes and edges. The activity labels within such a framework can be interpreted by finding the most likely states which maximize the overall score of the graphical model. As such structure directly models the posterior probability of the activities regardless of the correlation between input features, it provides an easy way for data fusing and thereby fits naturally to robotic scenarios where usually multiple types of sensors are facilitated. A variety of graphical models have been proposed in the literature. Vail et al. [19] model the activities in a linear-chain structure, where activity nodes of the temporal segments are inter-connected. Koppula et al. [10] model both activities and objects affordance as random variables. These nodes are inter-connected to model object-object and object-human interactions. Nodes are connected across the segments to enable temporal interaction. Given a test video, the model jointly estimates both human activities and object affordance labels using a graph-cut algorithm. Multiple segmentation hypotheses are considered when predicting activities, and a two-step learning algorithm is applied to combine predictions from different segmentation hypotheses. Koppula and Saxena [8] also combine multiple segmentation hypotheses by majority voting, which makes it possible to express the uncertainty over labels at test time but still ties the model to use the provided labels for training. Hu et al. [5] encode the interactions between objects and humans at the feature level. In addition, they propose to add a latent layer to exploit underlying semantics between temporal segments. The latent variables, activity variables, and input features within the same segments are fully connected to avoid making inappropriate conditional independence assumptions. The inference algorithm of their model is very efficient as the graph can be viewed as a linear-chain structure. Compared with [10], they show significantly improved performance on a challenging dataset [10] where the labels are fully annotated. However, both of their models fail to capture the uncertainty of the labels for training the model. In contrast, our method explicitly incorporates the uncertainty over the labels at training time, and it is also very flexible in data labeling, i.e. the temporal segment can have a single label, multiple labels, or even a missing label.

The learning algorithm of our model is closely related to recent work in the machine learning community. Parameters of the CRFs are usually learned using the Structured SVMs. Tsochantaridis and Hofmann [16] are among the first to generalize standard SVMs into Structured SVMs. The Structured SVMs can give predictions to a set of random variables that follow a certain structure. The model parameters can be learned efficiently using the cutting plane algorithm. Yu and Joachims [24] extend the Structured SVM framework to allow for latent variables (Latent Structured-SVM) and show that the model with latent variables has the capacity to model more complex data. Their model parameters are learned with the Concave Convex Procedure (CCCP), which is an EM-like algorithm that iteratively estimates model parameters and latent variables. Recently, Lou and Hamprecht [11] extend the latent Structured-SVM to allow for learning with partially annotated data. Their learning approach treats the missing labels as latent variables, and the parameters are learned in a similar way as in [24]. The model is evaluated in a tracking task where only part of the detections have been associated with tracks. In their framework, annotations of the training data can either be a single label or completely missing. Assigning a single label is problematic as data may not be distinctive enough for hard assignment. In contrast, we propose a novel learning method that allows for soft-labeled data which contain labeling uncertainty.

## III. MODEL

Our graphical model is illustrated in Fig. 3. Let $x = \{x_1, x_2, \ldots, x_K\}$ be the sequence of observations. Based on these observations, we would like to predict the most likely underlying activities $y = \{y_1, y_2, \ldots, y_K\}$. We write $z = \{z_1, z_2, \ldots, z_K\}$ as the latent variables in the model. Note that during inference, we use $y$ to denote activity variables that are estimated. During training, we make distinction between fixed labels $y$ and uncertain labels $h$. See Table I for a summary of the notations that are used in this paper.
Each observation \( x_k \) itself is a feature vector extracted from the segment \( k \). The form of \( x_k \) is quite flexible. It can be collections of data from different sources, e.g. simple sensor readings, human locations, human pose, object locations. Some of these observations may be highly correlated with each other, e.g. wearable accelerometers and motion sensors. Thanks to the discriminative nature of our model, we do not need to model such correlation among the observations.

### A. Objective Function

Our model contains three types of potentials that jointly form the objective function.

The first potential measures the score of seeing an observation \( x_k \) with a joint-state assignment \((z_k, y_k)\). We define \( \phi(x_k) \) to be the function that maps the input data into the feature space. \( \mathbf{w}_1 \in \mathbb{R}^{M \times L \times D} \), \( \mathbf{w}_2 \in \mathbb{R}^{M \times L} \), and \( \mathbf{w}_3 \in \mathbb{R}^{M^2 \times L^2} \) are the model parameters. We compute the first potential as

\[
\psi_1(y_k, z_k, x_k; \mathbf{w}_1) = \mathbf{w}_1(y_k, z_k) \cdot \phi(x_k)
\]

(1)

where the \( \mathbf{w}_1(y_k, z_k) \) selects the parameters that associated with \( y_k \) and \( z_k \).

This potential models the full connectivity among \( y_k, z_k \) and \( x_k \), avoiding making any conditional independence assumption. It is more accurate to have such a structure since \( z_k \) and \( x_k \) may not be conditionally independent over a given \( y_k \) in many cases. For example, one could imagine that \( y_k \) refers to the activity “opening”. However, “opening” is a rather abstract concept that can be associated with many subtopics, such as opening a bottle \((z_k = 1)\), opening a microwave \((z_k = 2)\), and opening a fridge door \((z_k = 3)\). Although all these subtopics belong to “opening”, their input features may vary largely. Therefore we use the latent variable \( z_k \) to exploit the sub-level semantics.

The second potential measures the score of coupling \( y_k \) with \( z_k \). It can be considered as either the bias entry of Eq. (1) or the prior of seeing the joint state \((y_k, z_k)\).

\[
\psi_2(y_k, z_k; \mathbf{w}_2) = \mathbf{w}_2(y_k, z_k)
\]

(2)

The third potential characterizes the transition score from the joint state \((y_{k-1}, z_{k-1})\) to \((y_k, z_k)\). Comparing with the normal transition potentials [22], our model leverages the latent variable \( z_k \) for modeling richer contextual information over consecutive temporal segments. Not only does our model contain the transition between states \( y_k \), but it also captures the sub-level context using the latent variables. Intuitively, our model is able to capture the fact that the subtype of an activity is more likely to be preceded by a certain subtype of the other activity.

\[
\psi_3(y_{k-1}, z_{k-1}, y_k, z_k; \mathbf{w}_3) = \mathbf{w}_3(y_{k-1}, z_{k-1}, y_k, z_k)
\]

(3)

Summing all potentials over the whole sequence, we can write the objective function of our model as follows

\[
F(\mathbf{y}, \mathbf{z}, \mathbf{x}; \mathbf{w}) = \sum_{k=1}^K \{ \mathbf{w}_1(y_k, z_k) \cdot \phi(x_k) + \mathbf{w}_2(y_k, z_k) \}
+ \sum_{k=2}^K \mathbf{w}_3(y_{k-1}, z_{k-1}, y_k, z_k)
\]

(4)

The objective function evaluates the matching score between the joint states \((y, z)\) and the input \( x \). The score can be seen as the unnormalized joint probability in the log space. The objective function can be rewritten into a more general linear form \( F(\mathbf{y}, \mathbf{z}, \mathbf{x}; \mathbf{w}) = \mathbf{w} \cdot F(\mathbf{y}, \mathbf{z}, \mathbf{x}; \mathbf{w}) \). Therefore the model is in the class of log-linear models.

Note that it is not necessary to specify the role of the latent variables explicitly, but rather the latent variables can be learned automatically from the training data. Theoretically, the latent variables can represent any form of data, e.g. time duration, action primitives, as long as it can help with solving the task.

One may notice that our graphical model has many loops, which in general makes exact inference intractable. Since our graph complies with the semi-Markov property, next, we will show that how we benefit from such a structure for efficient inference and learning.

### IV. Inference

Given the graph, the model parameters and the input sequence \( x^{(i)} \), the goal of inference is to find the most likely
joint states \( \hat{y} \) and \( \hat{z} \) that maximize the objective function.

\[
(\hat{y}, \hat{z}) = \text{argmax}_{y \in \hat{Y}, z \in \hat{Z}} F(y, z, x^{(i)}; w)
\]

(5)

Generally, solving Eq. (5) is an NP-hard problem that requires evaluating the objective function over an exponential number of state sequences. Exact inference is usually preferable as it is guaranteed to find the global optimum. However, exact inference usually can only be applied efficiently when the graph is acyclic. In contrast, approximate inference is more suitable for loop graphs, but may take longer to converge and is likely to find a local optimum. Although our graph contains loops, we note that we can transform the graph into a linear-chain structure, in which the exact inference becomes tractable. If we collapse the latent variable \( z_k \) with the target variable \( y_k \) into a single node, the edges between \( z_k \) and \( y_k \) become the internal factor of the new node and the transition edges collapse into a single transition edge. This results in a typical linear-chain CRF, where the cardinality of the new nodes is \( M \times L \). In the linear-chain CRF, exact inference can be performed efficiently using the dynamic programming.

\[
V_k(y_k, z_k) = w_1(y_k, z_k) \cdot \phi(x_k) + w_2(y_k, z_k) + \max_{(y_{k-1}, z_{k-1}) \in Y \times Z} \{w_3(y_{k-1}, z_{k-1}, y_k) + V_{k-1}(y_{k-1}, z_{k-1})\}
\]

(6)

Computing Eq. (6) once involves \( O(ML) \) computations. In total, Eq. (6) needs to be evaluated for all possible assignment of \( (y_k, z_k) \), so that it is computed \( ML \) times. The total computational cost is, therefore, \( O(M^2L^2K) \). Such computation is manageable when \( ML \) is not very large, which is usually the case for the task of activity recognition. In our implementation, we use LibDAI \[12\] as the inference engine.

V. LEARNING

We use a max-margin formulation for learning the model parameters, see Algorithm \[1\]. Different from the normal approach, we do not use hard assignment of labels, but rather we propose to use soft labels which contain labeling uncertainty.

A. Soft Labeling

Assume there are \( N \) labeled training examples \( (x^{(1)}, \pi^{(1)}), \ldots, (x^{(N)}, \pi^{(N)}) \), where \( x \) represents a sequence of observations and \( \pi \) denotes soft labeling vector. Each training example is a video that is formed with \( K \) temporal segments, where \( K \) may vary over different training examples. We denote \( \pi_k \) as a soft labeling vector that models the possibility of all activities. Specifically, \( \pi_k \) is a vector of non-negative values which satisfy

\[
\sum_{y \in \hat{Y}} \pi_k(y) = 1
\]

(7)

Intuitively, \( \pi_k \) can be viewed as multinomial distribution over activity labels of the video segment \( k \), i.e. \( \pi_k(a) \) models the probability of the \( k^{th} \) segment belonging to the activity \( a \).

The soft-labeled data can be obtained very efficiently. After annotation, we collect the labels for each segment, and let us denote the label collection of segment \( k \) as \( A_k \). Note that the same labels may occur multiple times in the collection if the labels are given by multiple annotators. We compute the soft-label vector \( \pi_k \) as

\[
\pi_k(y) = \begin{cases} 
q_y/p & \text{if } p > 0 \\
1/M & \text{if } p = 0
\end{cases}
\]

(8)

where \( M \) is the number of activities to be recognized, \( q_y \) counts the occurrence of the label \( y \) in \( A_k \), and \( p \) is the total number of labels in the collection, i.e. \( p = \sum_i q_i \).

The soft labeling can be considered as a generalized representation of many other tasks. By adding additional constraints to Eq. (8), our method can be changed into three special cases.

- When \( p = 1 \), only one label is allowed in \( A_k \). This is equivalent to the traditional labeling method (e.g. [5]), where labels are hard assigned.
- When \( p = 0 \), there is no label in collection \( A_k \), and all labels obtain the same value \( 1/M \). This is equivalent to an unsupervised learning problem (e.g. [23]) where no label is given.
- When \( p \in \{0, 1\} \), part of the labels are given and part of the labels can be missing, which is a typical problem of learning with partially annotated data (e.g. [11]).

Benefiting from such a general representation, soft labeling is a very flexible method for data annotation. For the labels that are very certain, one can just assign a single label. For the transition segment, labels are likely to be the confused with its two adjacent segments. Thus both of the labels can be selected. For data that are very ambiguous, the label can be left as empty. In addition to the high flexibility, soft labeling is also very useful when the data are labeled by multiple annotators. With soft labeling, we can keep the uncertainty of the labeling without throwing away any annotation.

B. Learning Parameters with Soft Labels

This section introduces how we incorporate soft labeling into a max-margin learning framework. For each \( \pi_k \) we use a threshold \( \delta \) to separate the activity variable into two groups.

Algorithm 1 Learning parameters with soft-labeled data

Input: \( N \) labeled training examples \((x^{(1)}, \pi^{(1)}), (x^{(2)}, \pi^{(2)}), \ldots, (x^{(N)}, \pi^{(N)})\)
Set \( t = 0, s_0 = +\infty \)
Set activity nodes to \( h \) or \( y \) based on \( \pi \)

Initialize \( h^* \) and \( z^* \)
repeat
Set \( t = t + 1 \)
Compute \( f(w) = \|w\|^2 + C \sum_{i=1}^N \max_{\pi} \Delta(\pi^{(i)}, y) + F((y, h, z, x^{(i)})) \)
Compute \( g(w) = C \sum_{i=1}^N F((y^{(i)}, h^*, z^*, x^{(i)}; w)) \)
Solve \( w_t = \operatorname{argmin}_w f(w) - g(w) \)
for \( i = 1 \) to \( N \) do
update \( h^*, z^* \) in \( g(w) \)
end for
upate \( h^*, z^* \) in \( g(w) \)
until \( s_{t-1} - s_t < \text{thres} \)
Output: \( w_t \)
labels that are known $y$ and the ones that are uncertain $h$. If the maximum of $\pi_k$ is larger than $\delta$, it refers that the annotator is highly confident with the label, therefore we treat these labels as known. These known labels are fixed during learning. If the maximum is below the threshold, we consider the label as uncertain, and we treat these activity variables as latent nodes.

The task of learning is to solve the following optimization problem.

$$
\min_w \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \Delta(\pi^{(i)}, \hat{y}) \right\}
$$

where $C$ is a regularization constant and $\hat{y}$ is predicted by Eq. (5). $\|w\|^2$ is a regularization term to prevent over-fitting. $\Delta(\pi^{(i)}, \hat{y})$ is a loss function that measures the distance between the annotation and the predicted labels.

We define a novel loss function as follows

$$
\Delta(\pi^{(i)}, \hat{y}) = \sum_{k=1}^{K} 1 - \pi_k^{(i)}(\hat{y}_k)
$$

In contrast to the zero-one loss which are commonly used in related work, our loss function allows for soft assignment to the labels and it is capable of encoding the uncertainty of the labels. The zero-one loss can be viewed as a special case when $\pi \in \{0,1\}$.

Optimizing Eq. (9) directly is not possible as the loss function is non-differentiable. Following [17] and [24], we use the Margin Rescaling Surrogate that serves as an upper bound of the loss function.

After substituting the loss function by the surrogate, the objective function is a summation between a convex term and a concave term. This can be solved with the Concave-Convex Procedure (CCCP) [25]. By substituting the concave function with its tangent hyperplane, the concave term is converted into a function that is linear over the parameters.

$$
\min_w \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \max_{y,h,z} \left[ \Delta(\pi^{(i)}, y) + F((y, h), z, x^{(i)}; w) \right] \right\}
$$

convex function

$$
-C \sum_{i=1}^{N} F((y^{(i)}, h^*), z^*, x^{(i)}; w)
$$

linear function

$$(11)$$

where

$$(h^*, z^*) = \arg\max_{h \in Y, z \in Z} F((y^{(i)}, h), z, x^{(i)}; w_{old})$$

and $w_{old}$ is the model parameter from the previous iteration.

The inference problem of Eq. (12) can be solved in a similar way as Eq. (5). The difference is that in Eq. (12) part of the labels are observed. We can add the observed labels as the evidence into the graphical model, thereby the same inference algorithm can be applied for finding the latent states.

We can rewrite Eq. (11) in the form of minimizing a function subject to a set of constraints by introducing slack variables:

$$
\min_{w, \xi} \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i \right\}
$$

s.t. $\forall i \in \{1, 2, \ldots, N\} : F((y^{(i)}, h^*), z^*, x^{(i)}; w) - F((\hat{y}, \hat{h}), \hat{z}, x^{(i)}; w) \geq \Delta(\pi^{(i)}, \hat{y}) - \xi_i$

where the most violated constraints can be computed using augmented inference.

$$
(\hat{y}, \hat{h}, \hat{z}) = \arg\max_{y, h, z} [\Delta(\pi^{(i)}, y) + F((y, h), z, x^{(i)}; w)]
$$

The above augmented inference can be solved in a similar way as Eq. (5). We can plug the loss functions as extra factors into the graph and attach them with the known target variables. The unobserved target variables are treated the same as the latent variables during augmented inference.

This transforms the optimization problem into a standard Structured SVM form, which has been solved in [17].

Another intuitive way to understand our algorithm is to consider it as solving the learning problem with incomplete data using Expectation-Maximization (EM). In our training data, both the latent variables and part of the ground-truth labels are uncertain. We can start by initializing the latent variables and the missing labels. Once we have done that, the data become complete. Then we can use the standard Structured-SVM to learn the model parameters (similar to the M-step). After that, we can update the latent states again using the parameters that are learned (as in the E-step). The iteration continues until convergence, see Algorithm 1 for more details.

The CCCP algorithm decreases Eq. (9) in every iteration. However, it cannot guarantee finding the global optimum. To avoid being trapped in the local minimum, the latent variables need to be carefully initialized. We use a data-driven approach for the initialization, and details will be presented in Section VI-D.

Note that the inference algorithm is extensively used in learning. As we are able to compute the exact inference by transforming the loopy graph into a linear-chain graph, our learning algorithm is much faster and more accurate compared with the other approaches with approximate inference.

VI. EXPERIMENTS AND RESULTS

Our experiments investigate the following three questions: a) how detrimental are hard assigned labels, i.e. each segment can only be associated with a single label when the labels are uncertain. b) How much can we benefit from soft labeling compared with the hard assignment. c) What are the effects of using latent variables.

A. Experiment Setup

We start the experiments by assuming labels from the CAD-120 dataset are perfectly annotated, i.e. annotators are 100% sure about their labeling, and they never make mistakes. In practice, it is impossible to have undoubted labeling, especially for the transition segments where labels are mostly very uncertain. When the annotators are less confident of which label
We assign soft labeling of the transition segment as

\[ \pi_k(y) = \begin{cases} 0.5 & \text{if } y = y_{k-1} \text{ or } y = y_{k+1} \\ 0 & \text{otherwise} \end{cases} \]

where \( \pi_k \) is the soft labeling vector for segment \( k \), and \( \pi_k(y) \) refers to the confidence of assigning the segment to label \( y \). \( y_{k-1} \) is the label from the previous segment and \( y_{k+1} \) is the label of the next segment.

We compare our approach against four baseline methods. The first baseline uses a linear-chain CRF for activity recognition [19]. The second baseline is adopted from [10], which assumes multiple hypotheses of video segmentation. We report both the average and the best results over different segmentation methods. The third baseline [10] uses majority voting to assign the labels, i.e. the label that is predicted by most of the segmentations is chosen. The fourth baseline is Hu et al. [5]. As has been discussed in Section II, this work adopts latent variables to model human activities and is shown to outperform the work of Koppula et al. [10]. We therefore consider it as the state-of-the-art approach.

In practice, the confidence values of labeling are hard to obtain for a single annotator. For example, it is quite clear for the annotator that which two labels should be associated with the transition segment, however the annotator cannot give a specific confidence values for that. Therefore, when evaluating our soft labeling method, we assume two possible labels of the transition segments to the label of the adjacent segment, with certain probability which we vary. For example, when the annotator is 90% sure of the labeling, we flip the labels of the transition segments with probability 0.1. We decrease the confidence level by 10% at each time to verify the impact of labeling uncertainty.

The videos are discretized into temporal segments. Following [2] [10], we apply a graph-based approach to parse the video into temporal segments. Specifically, we use a node to represent the skeleton joints at each frame. Edge features connecting the nodes are measured as the replacement and speed of the joints between two frames. Such a model favors stable changes of the skeleton joints, and videos are more likely to be split when the change is large. The segmentation method starts with each frame as a single segment, and then it merges similar frames iteratively. We use the same set of parameters for video segmentation as described in [5] [10]. In addition, we also use a uniform segmentation for comparison. The results are averaged over the segmentation with different parameters. We choose the CAD-120 dataset for evaluation because of the following reasons: 1) CAD-120 is a very challenging dataset that presents significant variations of activities, cluttered background, viewpoint changes, and partial occlusions. 2) The dataset has been used in many recent works in the robotics research [5] [10]. Therefore we can easily compare the performance to the state-of-the-art approaches. 3) The dataset is captured by a RGB-D camera mounted on the robot, which is closely related to the applications in robotics. For comparison, the same input features are used as in [10].

C. Evaluation

All results reported in this paper are evaluated with 4-fold cross-validation. The folds are split based on different subjects, i.e. the model is trained on videos of 3 persons and tested on a new person. Each cross-validation is run for 3 times. To check the generalization of our model across different data, the results are averaged across the folds.

In this paper, accuracy (classification rate), precision, recall and F1-score on the test data are reported for comparing different models. In the CAD-120 dataset, more than half the instances of the dataset are “reaching” and “moving”.
Therefore we consider precision, recall and F1-score being relatively better evaluation criteria than accuracy, as they remain meaningful despite class imbalance.

D. Latent Variables Initialization

The latent variables (i.e. \(z\) and \(h\)) need to be initialized before training. The hidden variables \(z\) are initialized using a data-driven approach. We apply K-means clustering on the input data \(x\), and we assign the cluster labels as the initial latent states. To reduce the risks of converging to local minima, we repeat the K-means algorithm for 10 times. Then we choose the best clustering results that have the minimal within-cluster distances.

We applied a pre-learning approach to initialize the latent activity labels \(h\). We split the training data at the position of uncertain labels to form a new dataset where the labels are complete. After the model parameters are learned, we can initialize the uncertain activity labels using Eq. (5).

E. Results

Fig. 4 compares the performance of our method with two baseline models at different annotation confidence levels. Confidence level 100% indicates that the models are trained based on the ground truth labels and no label is changed. Conversely, if the annotator is completely ambivalent about the labels at all transition segments, i.e. the confidence level is 0%, we simulate the annotation by changing the labels for all transition segments.

1) How detrimental is hard labeling: Fig. 4 shows the performance of two baseline approaches (\(\text{Avg. segmentation}\) in dashed lines and the state-of-the-art approach \(\text{Majority voting}\) in dotted lines). We can see that both of the baselines drop dramatically with the decreasing confidence level. Both of the baselines can only learn from data that are labeled with hard assignment. When the data is complex, the human annotators become less confident of the labels and they are more likely to make mistakes. Hard labeling does not incorporate the uncertainty of data labeling, but rather the erroneous labels are treated as the true ones for learning the model parameters. The drop of the performance suggests that hard labeling is very sensitive to mistakes, and it is therefore risky to use hard labeling on complex data. Fig. 5 illustrates a transition segment that is “wrongly” classified by the soft labeling method. In this example, the person is performing two activities at the same time. Hard labeling to these frames is very harmful because only one label can be preserved. Using soft labeling, both activity labels can be considered in learning, and the most suitable label of the segment is predicted.

2) How much can we benefit from using soft labeling: Instead of using hard assignment, we use soft labeling in our model. The performance of soft labeling (solid lines in Fig. 4) drops gradually with a slower rate compared to the decrease rate of the confidence. Notably, we show that our model retains almost the same performance as using the ground truth data until the confidence drops below 60%. When the confidence is 0%, we have a gain of over 10 percentage points in both precision and recall compared with the baseline approaches. Interestingly, with a small part of the labels being changed, at the confidence of 90%, soft labeling with the uniform segmentation achieves better results than using the “ground truth” labels from the CAD-120 dataset (confidence of 100%). This suggests a small part of the “ground truth” labels are incorrect, and our model can recapture the true labels by using soft labels.

Table II compares the F1-score of the approaches quantitatively. As annotators are less confident, the benefit of soft labeling becomes more obvious, outperforming the baselines by 10% when the confidence of transition labels is 0%. Results of the T-test show that our model performs significantly better \((p < 0.05)\) than the state-of-the-art approach at confidence levels from 10% to 90%. Table II also compares different approaches that use a single segmentation (\(\text{Avg. segmentation}\) and \(\text{Best segmentation}\)), multiple segmentation methods (\(\text{Majority voting}\)), and soft labeling. The best single segmentation performance outperforms the average by around 3 percentage points. In practice, however, it is hard to decide which single segmentation method is the best to use because the best segmentation method on the training data may not generalize well to new data. \(\text{Majority voting}\) combines all segmentation hypotheses, and it outperforms the \(\text{Best segmentation}\) method in most of the cases. However, \(\text{Majority voting}\) is very expensive in both training and testing compared with soft labeling, and the execution time grows with the number of segmentation hypotheses. Besides, \(\text{Majority voting}\) does not incorporate any labeling confidence during training. In contrast, our model builds upon a unified framework which incorporates confidence of labels for training the model, which explains its better performance.

3) Effect of latent variables: We investigated the role of the latent variables and visualize how they relate to our intuition.
TABLE II
PERFORMANCE OF F1-SCORE ON THE CAD-120 DATASET. STANDARD ERROR IS ALSO REPORTED.

<table>
<thead>
<tr>
<th>Confidence Level</th>
<th>Graph-based segmentation</th>
<th>Uniform segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100%</td>
<td>90%</td>
</tr>
<tr>
<td>Linear CRF [19]</td>
<td>68.4±1.0</td>
<td>66.9±1.4</td>
</tr>
<tr>
<td>Avg. segmentation [10]</td>
<td>63.7±2.3</td>
<td>62.7±2.0</td>
</tr>
<tr>
<td>Best segmentation [10]</td>
<td>65.5±1.5</td>
<td>64.6±1.4</td>
</tr>
<tr>
<td>Majority voting [10]</td>
<td>65.2±2.9</td>
<td>63.5±2.9</td>
</tr>
<tr>
<td>Hu et al. [5]</td>
<td>69.0±1.2</td>
<td>68.1±1.2</td>
</tr>
<tr>
<td>Our method</td>
<td>69.0±1.2</td>
<td>68.7±1.5</td>
</tr>
</tbody>
</table>

We visualize the 4 latent states of our model by sampling frames for each activity and latent component pair. Fig. 6 shows that the activities vary largely over different actors and the objects that the actors are manipulating with. e.g. For the activity of eating, the viewpoint can be front (comp. 1) or side view (comp. 3). The actor can be right-handed (comp. 2) or left-handed (comp. 4). For the activity of opening, we can see that the latent components capture the difference between opening a door (comp. 1 and 2) and opening a lid (comp. 3 and 4). This illustrates the large range of variation that can be found in humans activities, and how our model tries to capture as much as possible of this variation in the limited cardinality of the latent variables. These latent variables are able to capture the sub-level semantics that are informative for activity recognition.

VII. CONCLUSION

In this paper, we present a method to train discriminative graphical models, which allows annotation uncertainty to be explicitly incorporated, in the form of soft labeling. The advantage of soft labeling is that it incorporates the uncertainty of labels during annotation and can deal with missing labels or annotator disagreement. As soft labeling is a very general representation, our model can be extended to solve other tasks, e.g. learning with partially annotated data, unsupervised learning. We propose a novel approach for learning, where computation of the loss functions considers the annotation uncertainty. We evaluate the framework on the benchmark dataset for activity recognition. Our cross-validated results on the CAD-120 dataset demonstrate the benefits of soft labeling in handling annotation uncertainty at transition.
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