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Ye Zhao*, Benito Fernandez**, and Luis Sentis*

*Human Centered Robotics Laboratory, The University of Texas at Austin, USA
**Neuro-Engineering Research and Development Laboratory, The University of Texas at Austin, USA

Email: yezhao@utexas.edu, benito@austin.utexas.edu, lsentis@austin.utexas.edu

Abstract—In this study, we present a framework for phase-space planning and control of agile bipedal locomotion while robustly tracking a set of non-periodic keyframes. By using a reduced-order model, we formulate a hybrid planning framework where the center-of-mass motion is constrained to a general surface manifold. This framework also proposes phase-space bundles to characterize robustness and a robust hybrid automaton to effectively design planning algorithms. A newly defined phase-space locomotion manifold is used as a Riemannian metric to measure the distance between the disturbed state and the planned manifold. Based on this metric, a dynamic programming based hybrid controller is introduced to produce robust locomotions. The robustness of the proposed framework is validated by using simulations of rough terrain locomotion recovery from external disturbances. Additionally, the agility of this framework is demonstrated by using simulations of the dynamic locomotion over random rough terrains.

Index Terms—Phase-space planning, Rough terrain locomotion, Non-periodic keyframes, Robust hybrid automaton, Dynamic programming.

I. INTRODUCTION

Humanoid and legged robots may soon nimbly maneuver over highly rough and unstructured terrains. This study formulates a new framework for the trajectory generation and an optimal controller to achieve locomotion in those types of terrains using phase-space formalism. From prismatic inverted pendulum dynamics [1] and a desired path plan, we present a phase-space planner that can negotiate the challenging terrains. The resulting trajectories are formulated as phase-space manifolds. Borrowing from sliding mode control theory, we use the newly defined manifolds and a Riemannian metric to measure deviations due to external disturbances or model uncertainties. A control strategy based on dynamic programming is proposed, which steers the locomotion process towards the planned trajectories.

Dynamic legged locomotion has been a center of attention for the past few decades [2,3,4,5,6,7]. The work in [8] pioneered robust hopping locomotion of point-foot monoped and bipedal robots using simple dynamical models but with limited applicability to semi-periodic hopping motions. The work in [9] achieved biped point foot walking using virtual model control but is limited to planarized robots. Unassisted biped point foot locomotion in moderately rough terrains has been recently achieved by [10] and [11] using Poincaré maps [12]. However, Poincaré maps cannot be leveraged to non-periodic trajectories for highly irregular terrains. The work [13] devised switching controllers for aperiodic walking of planarized robots over flat terrains via re-defining the notion of walking stability. In contrast, our work focuses on non-periodic gaits for unsupported robots in random rough terrains.

The Capture Point method [14] provides one of the most practical frameworks for locomotion. Sharing similar core ideas, the divergent component of motion [15] and the extra-polated center-of-mass [16] were independently proposed. Extensions of the Capture Point method [17,18], allow locomotion over rough terrains. Recently, the work in [19] generalizes the Capture Point method by proposing a “Nonlinear Inverted Pendulum” model, but it is limited to the two-dimensional case, and angular momentum control is ignored. The main difference from the above studies is that our controller provides a robust optimal recovery strategy and ensures stability to achieve under-actuated dynamic walking over rough terrains.

Optimal control for legged locomotion over rough terrains is explored in [20,21,22,23,24]. The work in [25] proposed an effective control technique to stabilize non-periodic motions of under-actuated robots, with a focus on walking over uneven terrain. The controller is formulated by constructing a lower-dimensional system of coordinates transverse to the target cycle and then computing a receding-horizon optimal controller to exponentially stabilize the linearized dynamics of the transverse states. Recently, a follow-up to this research enables the generations of non-periodic locomotion trajectories [26]. In contrast with these works, we propose a robust metric based optimal controller to recover from disturbances. Additionally, our framework enables maneuvers in different types of terrains, such as walking on acute slopes.

Numerous studies have focused on recovery strategies upon disturbances [27,28]. Various recovery methods are proposed: ankle, hip, and stepping strategies [29]. In [30], a stepping controller triggered by ground contact forces is implemented in a humanoid robot. The study in [31] considers a counter-acting hip angular momentum for planar biped locomotion. In our study, we concentrate on torso angular momentum and stepping strategies. Additionally, we control the center-of-mass (CoM) apex height to modulate the ground reaction force.

Phase space techniques are analogous to kino-dynamic planning [32]. However, a drawback of kino-dynamic planning is its inability to incorporate feedback control policies and robustness metrics. Our study proposes dynamic programming to achieve robust control performance. Computational
tractability is one of our targets. Our strategy is to design optimal controllers in the phase-space of the robot center-of-mass, which can characterize key locomotion states.

In light of the discussions above, our contributions are summarized as follows: (1) we synthesize motion plans in the phase-space to maneuver over irregular terrains, (2) a phase-space manifold is formulated and used as a Riemannian metric to measure trajectory deviations and create an in-step phase-space manifold.

II. PRISMATIC INVERTED PENDULUM DYNAMICS ON A PARAMETRIC SURFACE

The dynamics of point foot bipedal robots in generic terrain topologies during single contact can be mechanically approximated as an inverted pendulum model [33] (see Fig. 1). We propose a prismatic inverted pendulum model (PIPM) [1] with a flywheel, and all of its mass is concentrated on the hip position (defined as the 3D CoM position, \(p_{com} = (x, y, z)^T\)) with flywheel orientation angles \(R = (\phi, \theta, \psi)^T\). Since the objective of the locomotion process is to move the robot’s CoM along a certain path from point A to B over a terrain, we first specify a 3D surface, \(S_{CoM}\), where the CoM path exists via the implicit form,

\[
S_{CoM} = \left\{ p_{com} \in \mathbb{R}^3 \mid \psi_{CoM}(p_{com}) = 0 \right\}.
\]

This surface can be specified in various ways, such as via piecewise arc geometries [34, 35]. Once the controller is designed, the CoM will follow a concrete path \(P_{CoM}\) (as shown in Fig. 1), which we specify via piecewise splines described by a progression variable, \(\zeta \in [\zeta_{j-1}, \zeta_j]\), for the \(j^{th}\) path manifold, i.e.,

\[
P_{CoM} = \bigcup_j P_{CoM_j} \subseteq S_{CoM},
\]

where \(P_{CoM_j} = \left\{ p_{comj} \in \mathbb{R}^3 \mid p_{comj} = \sum_{k=0}^{n_p} a_{jk} \zeta_j^k \right\}\), and \(n_p\) is the order of the spline degree. The progression variable \(\zeta\) is therefore the arc length along the CoM path acting as the Riemannian metric for distance. Each \(a_{jk} \in \mathbb{R}^3\) is the coefficient vector for the \(k^{th}\) order. To guarantee the spline smoothness, \(p_{com}\) requires the connection points, i.e., the knots at progression instant \(\zeta_j\), to be \(C^{n_p-1}\) continuous,

\[
p_{comj}(\zeta_j) = \frac{d^l}{d\zeta^l} p_{comj+1}(\zeta_j), \quad 0 \leq l \leq n_p - 1\]

The purpose of introducing the CoM manifold \(S_{CoM}\) is to constrain CoM motions on the surfaces that are designed to conform to generic terrains while allowing free motions within this surface. Tracking a concrete path is achieved by selecting proper control inputs, which will be described in Section IV.

The CoM path manifold, \(P_{CoM}\) (embedded in \(S_{CoM}\)), can be represented in the phase-space \(\xi\). We name this representation the phase-space manifold and define it as,

\[
M_{CoM} = \left\{ \xi \in \mathbb{R}^6 \mid \sigma_j(\xi) = 0 \right\},
\]

with \(M_{CoM} = \bigcup_j M_{CoM_j}\), which is the key manifold used in our phase-space planning and control framework. The function \(\sigma_j(\xi)\) is a measure of the Riemannian distance to the nominal phase-space manifold.

A. Dynamic Equations of Motion

The pendulum dynamics can be formulated via dynamic balance of moments of the pendulum system. For our single contact scenario, the sum of moments, \(\mathbf{m}_i\), with respect to the global reference frame (see Fig. 1) is

\[
\sum_i \mathbf{m}_i = -p_{foot} \times f_r + p_{com} \times (f_{com} + m g) + \mathbf{\tau}_{com} = 0,
\]

where, \(p_{foot} = (x_{foot}, y_{foot}, z_{foot})^T\) is the position of the foot contact point, \(f_r\) is the three-dimensional vector of ground reaction forces, \(f_{com} = m (\dot{x}, \dot{y}, \dot{z})^T\) is the vector of center-of-mass inertial forces, \(\mathbf{\tau}_{com} = (\tau_x, \tau_y, \tau_z)^T\) is the vector of angular moments of the modeled flywheel attached to the inverted pendulum, \(m\) is the total mass, and \(g \in \mathbb{R}^3\).
corresponds to the gravity field. The linear force equilibrium can be formulated as \( \mathbf{f}_c = \mathbf{f}_{com} + m \mathbf{g} \), allowing us to simplify the equation above to:

\[
(p_{com} - p_{foot}) \times (f_{com} + m \mathbf{g}) = -\mathbf{\tau}_{com}. \tag{3}
\]

For our purposes, we focus on the class of PIPM dynamics whose center-of-mass is restricted to a path surface \( S_{CoM} \) as indicated in Eq. (1). Moreover, for simplicity we only consider 3D piecewise linear surfaces. Considering as our output state the CoM positions, \( p_{com} \), the state space, \( \xi = (p_{com}, \dot{p}_{com})^T = (x, y, z, \dot{x}, \dot{y}, \dot{z})^T \in \Xi \subseteq \mathbb{R}^6 \) is the phase-space vector. From Eq. (3) it can be shown that the PIPM dynamics for a walking step, indexed by a discrete variable \( q \), are simplified to the control system

\[
\begin{align*}
\dot{x} &= \mathbf{f}(q, \xi, \mathbf{u}) = \\
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\frac{\omega_x^2 (x - x_{foot}) - \omega_q^2 (\tau_y + b_q \tau_z)}{m} \\
\frac{\omega^2 (y - y_{foot}) - \omega_q^2 (\tau_z + a_q \tau_x)}{m} \\
a_q \mathbf{A} + b_q \mathbf{B}
\end{pmatrix}
\end{align*}
\]

where the phase-space asymptotic slope is defined as

\[
\omega_q = \frac{g}{z_{apex}}, \tag{5}
\]

\( z_{apex} = (a_q x_{foot} + b_q y_{foot} + c_q - z_{foot}) \), \( a_q \) and \( b_q \) are the slope coefficients while \( c_q \) is the constant coefficient for the linear CoM path surfaces that we consider, i.e. \( \psi_{CoM}(x, y, z) = z - a_q x - b_q y - c_q = 0 \). We have defined \( z_{apex} \) such that it corresponds to the vertical distance between the CoM and the location of the foot contact at the instant when the CoM is on the top of the foot location. \( \mathbf{f} \) represents a vector field of inverted pendulum dynamics.

Remark 1. Previously we observed that the CoM of human walking approximately follows the slope of a terrain \( \mathcal{M}_{CoM} \). Based on this observation, we, (i) design piecewise linear CoM planes in parallel with terrain slopes; (ii) adjust the CoM planes to approximate the ballistic trajectories observed in human walking.

Remark 2. After producing the previous piecewise linear CoM planes, we generate phase-space trajectories by using the PIPM dynamics in Eq. (4), and smoothen the phase-space transitions through a multi-contact process. To that end, we fit a fifth-order polynomial to the multi-contact phase of each step \( \mathcal{M}_{CoM} \). Additionally, to further guarantee the smoothness of the contact forces during step transitions, we control the internal forces between the contact feet. We will show the smooth CoM accelerations and leg forces in the simulation section. A similar multi-contact transition strategy, named as “Continuous Double Support” trajectory generator, is proposed in [37] to achieve smooth leg force profiles.

III. HYBRID PHASE-SPACE PLANNING

In this section we devise a robust hybrid automaton \( \mathcal{H} \) with the following key features: i) an invariant bundle and a recoverability bundle to characterize robustness, and ii) a non-periodic step transition strategy. The hybrid automaton governs the planning process across multiple walking steps and as such constitutes the theoretical core of our proposed locomotion planning framework.

A. Phase-Space Bundles

Let us focus on sagittal plane dynamics first. For practical purposes we will use the symbol \( x = \{ x, \dot{x} \} \) to describe the sagittal CoM state space. Eq. (2) can thus be re-considered in the output space as \( \mathcal{M}_{CoM} = \{ x \in \mathcal{X} \mid \sigma_q(x) = 0 \} \), where \( \sigma_q \) is the normal distance deviated from the manifold \( \mathcal{M}_{CoM} \).

Definition 1 (Invariant Bundle). A set \( \mathcal{B}_q(\epsilon) \) is an invariant bundle if, given \( x_{\zeta} \in B_q(\epsilon) \), with \( \zeta_0 \in \mathcal{R}_{\geq 0} \), and an increment \( \epsilon \geq 0 \), \( x_{\zeta} \) stays within an \( \epsilon \)-bounded region of \( \mathcal{M}_{CoM} \),

\[
\mathcal{B}_q(\epsilon) = \left\{ x \in \mathcal{X} \mid \left| \sigma_q(x) \right| \leq \epsilon \right\},
\]

where, \( \zeta_0 \) and \( \zeta \) are initial and current phase progression variables, respectively. \( x_{\zeta_0} \) is an initial condition.

This type of bundle characterizes “robust subspaces” (“tubes”) around nominal phase-space trajectories which guarantee that, if the state initializes within this space, it will remain on it.

Definition 2 (Finite-Phase Recoverability Bundle). The invariant bundle \( \mathcal{B}_q(\epsilon) \) around a phase-space manifold \( \mathcal{M}_{CoM} \) has a finite-phase recoverability bundle, \( \mathcal{R}_q(\epsilon, \zeta_f) \subseteq \mathcal{X} \) defined as,

\[
\mathcal{R}_q(\epsilon, \zeta_f) = \left\{ x_{\zeta} \in \mathcal{X}, \zeta_0 \leq \zeta \leq \zeta_f \mid x_{\zeta_f} \in \mathcal{B}_q(\epsilon) \right\}.
\]
Fig. 3: This figure shows the hybrid locomotion automaton for a biped walking process. This automaton has three generic discrete modes $Q = \{q_0, q_1, q_2, q_3\}$, that represent when the robot is in left leg contact ($q_0$), in right leg contact ($q_1$), and in dual stance contact ($q_2$), respectively. The guard $G(q_k, q_{k+1})$ and the transition map $\Delta q_k \rightarrow q_{k+1}$ are shown along the mode transition lines. This locomotion automaton has non-periodic mode transitions.

Note that this bundle assumes the existence of a control policy for recoverability. We will later use these metrics to characterize robustness of our controllers. Visualization of invariant and recoverability bundles are shown in Fig. 2.

B. Hybrid Locomotion Automaton

Legged locomotion is a naturally hybrid control process, with both continuous and discrete dynamics. The set $Q = \{q_0, q_1, \ldots, q_k\}$ is a sequence of discrete states. Each discrete state $q$ chooses a mode from $\{q_0, q_1, q_2\}$ representing discrete states where the support is left foot ($q_0$) or right foot ($q_1$) or dual feet ($q_2$) as shown in Fig. 2. On each mode, indexed by $q$, the continuous dynamics are shown as $F(q)$ in Eq. (4) over a domain $D(q)$. If we represent the hybrid system as a directed graph $(Q, E)$, the nodes are represented by $q \in Q$ and the edges are tuples of states $E(q_k, q_{k+1})$, and $q_k, q_{k+1} \in Q$. That represent the transitions between the nodes $q_k \rightarrow q_{k+1}$.

The condition that triggers the event (switching or jump) is determined by a guard $G(q_k, q_{k+1})$ for the particular edge $E(q_k, q_{k+1})$. We now formulate a robust hybrid automaton for our locomotion planner.

Definition 3. A phase-space robust hybrid automaton (PSRHA) is a dynamical system, described by a $n$-tuple

$$\text{PSRHA} := (\zeta, Q, X, U, W, F, I, D, R, B, E, G, \Delta),$$

where $\zeta$ is the phase-space progression variable, $Q$ is the set of discrete states, $X$ is the set of continuous states, $U$ is the set of control inputs, $W$ is the set of disturbances, $F$ is the vector field, $I$ is the initial condition, $D$ is the domain, $R$ and $B$ are the invariant and recoverability bundles, respectively, and will be used in the next section to design robust controllers. $E := Q \times Q$ is the edge, $G : Q \times Q \rightarrow 2^X$ is the guard, and $\Delta$ is the transition map. More detailed definitions of $\Delta$ can be found in [39].

A directed diagram of this non-periodic automaton is shown in Fig. 2. To demonstrate the usefulness of this hybrid automaton, we provide an example of a planning process as follows.

More definitions for various detailed transitions are in [38].

Example 1. Consider a phase-space trajectory fragment that contains two consecutive walking steps $Q = \{q_k, q_{k+1}\}$ (e.g., left and right feet). Given an initial condition $(\zeta_0, q_k, x_{q_k}(\zeta_0)) \in I$, the system will evolve following the differential dynamical system $F(x_k)$ as long as $x_{q_k}$ remains in $D(q_k)$ (left foot on the ground, right foot swinging). If at some moment $x_{q_k}$ reaches the guard $G(q_k, q_{k+1})$ (right foot touches the ground) of some edge $E(q_k, q_{k+1})$, the discrete state switches to $q_{k+1}$. At the same time, the continuous state gets reset to some value by $\Delta q_k \rightarrow q_{k+1}$ (left and right feet switch). After this discrete transition, continuous evolution resumes and the whole process repeats.

C. Step Transition Strategy

Step transitions can be characterized as an instantaneous contact or a short multi-contact phase (Fig. 4a). We first create a strategy for the instantaneous contact switch, and then extend it to the multi-contact case. To characterize the non-periodic mapping associated with the walking in rough terrains, we define a return map between keyframe states.

Definition 4 (Return Map of Non-Periodic Gaits). We define a return map of non-periodic locomotion gaits as the progression map, $\Phi$, that takes the robot’s center-of-mass from one desired keyframe state, $(x_{\text{apex}, q_k}, z_{\text{apex}, q_k}, \theta_{q_k})$, to the next one, and via the control input $u_x$, i.e.,

$$(x_{\text{apex}, q_{k+1}}, z_{\text{apex}, q_{k+1}}, \theta_{q_{k+1}}) = \Phi(x_{\text{apex}, q_k}, z_{\text{apex}, q_k}, \theta_{q_k}, u_x),$$

where $\theta_{q_k}$ represents the heading of the $q_k$th walking step.

Users can design “non-periodic” keyframes to change the speed or steer the direction of the robot. For this study, we use heuristics to design keyframes. More recently, we have proposed to use a keyframe decision maker based on temporal logic [40] [41].

Definition 5 (Phase Progression Transition Value). A phase progression transition value $\zeta_{\text{trans}} : Q \times X \rightarrow R_{\geq 0}$ is the value of the phase progression variable when the state $x_q$ intersects a guard $G$, i.e.,

$$\zeta_{\text{trans}} := \inf\{\zeta > 0 | x_q \in G\}.$$
We propose an algorithm to find transitions between adjacent steps, which occur at \( t_{\text{trans}} \). Given known step locations and apex conditions, phase-space trajectories can be obtained by the analytical solution described in the Proposition above. The phase-space trajectories of pendulum systems have infinite slopes when crossing the zero-velocity axis. Therefore, we fit non-uniform rational B-splines (NURBS) to the generated data. Subsequently, finding step transitions just consists of finding the root difference between adjacent NURBSs.

**D. Phase-space Manifold**

Now let us focus on proposing an analytical phase-space manifolds (PSM) and using it as a metric to measure deviations from the planned trajectories.

**Proposition (Phase-Space Manifold).** Given the sagittal PIPM dynamics in Eq. (2) with an initial condition \((x_0, \dot{x}_0)\) and foot placement \( x_{\text{foot}} \), the phase-space manifold is

\[
\sigma = (x_0 - x_{\text{foot}})^2 (2\dot{x}_0^2 - \dot{x}^2 + \omega^2 (x - x_0)(x + x_0) - 2x_{\text{foot}}) - \dot{x}_0^2 (x - x_{\text{foot}})^2 + \dot{x}_0^2 (\dot{x}^2 - \dot{x}_{\text{apex}}^2)/\omega^2, \tag{7}
\]

where the condition \( \sigma = 0 \) is equivalent to the nominal phase-space manifold, representing the nominal sagittal phase-space dynamics. Furthermore, \( \sigma \) represents the Riemannian distance to the nominal phase-space trajectories.

**Proof:** In the nominal control case, \( \tau_y = 0 \). The sagittal dynamics are therefore simplified to \( \ddot{x} = \omega^2 (x - x_{\text{foot}}) \). Since the foot placement \( x_{\text{foot}} \) is constant over the step, then \( \ddot{x}_{\text{foot}} = 0 \). Therefore the previous equation is equivalent to \( \ddot{x} - \ddot{x}_{\text{foot}} = \omega^2 (x - x_{\text{foot}}) \). Defining a transformation \( \ddot{x} = \omega^2 \ddot{x} \), we can write \( \ddot{x} = \omega^2 \ddot{x} \). Using Laplace transformations, we have \( s^2 \ddot{x}(s) - \ddot{x}_0 - s \dot{x}_0 = \omega^2 \ddot{x}(s) \). Based on this, we get

\[
\ddot{x}(t) = L^{-1} \left\{ \ddot{x}_0 + \omega^2 \ddot{x}_0 \right\}. \tag{8}
\]

By this equation, we can derive an analytical solution

\[
\ddot{x}(t) = \ddot{x}_0 (e^{\omega t} + e^{-\omega t}) + \frac{\ddot{x}_0 (e^{\omega t} - e^{-\omega t})}{2\omega} = \ddot{x}_0 \cosh(\omega t) + \frac{1}{\omega} \ddot{x}_0 \sinh(\omega t), \tag{9}
\]

and by taking its derivative, we get

\[
\dot{x}(t) = \omega \ddot{x}_0 \sinh(\omega t) + \ddot{x}_0 \cosh(\omega t). \tag{10}
\]

These two equations can be further expressed as

\[
\begin{pmatrix}
    x(t) - x_{\text{foot}} \\
    \dot{x}(t)
\end{pmatrix} = \begin{pmatrix}
    x_0 - x_{\text{foot}} \\
    \dot{x}_0
\end{pmatrix} \begin{pmatrix}
    \dfrac{\omega}{x_0 - x_{\text{foot}}} \cosh(\omega t) \\
    \sinh(\omega t)
\end{pmatrix}
\]

By using \( \cosh^2(x) - \sinh^2(x) = 1 \), we get

\[
\begin{align*}
&\left(\omega (x_0 - x_{\text{foot}}) (x - x_{\text{foot}}) - \dot{x}_0 \dot{x}/\omega\right)^2 + \dot{x}(x - x_{\text{foot}}) - \dot{x}_0 \dot{x}/\omega \right)^2 = \left(\omega (x_0 - x_{\text{foot}})^2 - \dot{x}_0^2/\omega^2\right)^2. \tag{11}
\end{align*}
\]

After expanding the square terms and moving all terms to one side, we obtain the phase-space tangent manifold \( \sigma \) defined in the Proposition.

If we use the apex conditions as initial values, i.e. \((x_0, \dot{x}_0) = (x_{\text{foot}}, \dot{x}_{\text{apex}})\), the manifold becomes

\[
\sigma = \ddot{x}_{\text{apex}}^2 \left( \dot{x}^2 - \dot{x}_{\text{apex}}^2 - \omega^2 (x - x_{\text{foot}})^2 \right). \tag{12}
\]

We note that this manifold constitutes the target phase-space trajectory that we enforce the CoM to follow. This manifold implies \( \tau_y = 0 \). We account for changes of \( \tau_y \) in the optimal controller defined in the next section to recover from disturbances. The same type of manifolds can be devised for the lateral trajectory using the pendulum dynamics in Eq. (4).

**IV. ROBUST HYBRID CONTROL STRATEGY**

This section formulates a two-stage control procedure to recover from disturbances. When a disturbance occurs, the robot’s CoM deviates from the planned phase-space manifolds. Various control policies can be used for the recovery. We use dynamic programming to find an optimal policy of the continuous control variables for recovery, and, when necessary, feet placements are re-planned from their initial locations. Our proposed controller relies on the distance metric of Eq. (12) to steer the robot current’s trajectory to the planned manifolds.

**A. First Stage: Dynamic Programming based Control**

This subsection formulates the proposed dynamic programming based controller for the continuous control of the sagittal dynamics. A similar controller can be formulated for the lateral and vertical CoM behaviors, given the PIPM dynamics of
Table I: Dynamic Programming Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominal torque $\tau_{0}^{ref}$</td>
<td>0 Nm</td>
<td>nominal asymptote slope $\omega_{ref}$</td>
<td>3.13 1/s</td>
<td>torque range $\tau_{y}^{range}$</td>
<td>[3.3] Nm</td>
</tr>
<tr>
<td>asymptote slope range $\omega_{range}$</td>
<td>[2.83, 3.43] 1/s</td>
<td>foot placement $x_{foot}$</td>
<td>1.2 m</td>
<td>stage range $x_{range}$</td>
<td>[0.9, 1.5] m</td>
</tr>
<tr>
<td>state range</td>
<td>[0.03, 1.5] m/s</td>
<td>stage resolution</td>
<td>0.01 m</td>
<td>state resolution</td>
<td>0.01 m/s</td>
</tr>
<tr>
<td>disturbed initial state $\eta_{initial}$</td>
<td>(1.1 m, 0.7 m/s)</td>
<td>desired apex velocity $\dot{x}_{apex}$</td>
<td>0.6 m/s</td>
<td>weighting scalar $\Gamma_{2}$</td>
<td>5</td>
</tr>
<tr>
<td>weighting scalar $\Gamma_{2}$</td>
<td>5</td>
<td>weighting scalar $\beta$</td>
<td>$4 \times 10^{4}$</td>
<td>weighting scalar $\alpha$</td>
<td>100</td>
</tr>
</tbody>
</table>

Eq. \[4\]. To robustly track the planned CoM manifolds, we minimize a finite-phase quadratic cost function and solve for the continuous control parameters as follows:

$$\min_{\mathbf{u}_{c}} \mathcal{V}_{N}(\mathbf{q}, \mathbf{x}_{N}) + \sum_{n=0}^{N-1} \eta^{n} \mathcal{L}_{n}(\mathbf{q}, \mathbf{x}_{n}, \mathbf{u}_{c})$$

subject to: $\dot{x} = \mathbf{F}_{\mathbf{x}}(\mathbf{x}, \mathbf{u}_{c}, d)$,

$$\omega_{min} \leq \omega \leq \omega_{max}, \quad \tau_{ymin} \leq \tau_{y} \leq \tau_{ymax},$$

where $\mathbf{u}_{c} = \{\omega, \tau_{y}\}$ corresponds to the continuous variables of the hybrid control input $\mathbf{u}_{c}^{c}$, $\omega$ defined in Eq. \[5\] is equivalent to modulating the ground reaction force, $0 \leq \eta \leq 1$ is a discount factor, $N$ is the number of discretized stages until the next step transition $\mathbf{S}_{Trans}$, the terminal cost is $\mathcal{V}_{N} = \alpha(\dot{x}(\mathbf{S}_{Trans}) - \dot{x}(\mathbf{S}_{Trans})_{des})^{2}$. Here, $\dot{x}(\mathbf{S}_{Trans})$ is the final velocity at the instant of the next step transition and $\dot{x}(\mathbf{S}_{Trans})_{des}$ is the desired nominal velocity at the transition instant.

The first constraint $\mathbf{F}_{\mathbf{x}}(\cdot)$ is defined by the sagittal PIPM dynamics of Eq. \[4\] with an extra input disturbance $d$. Additionally, $\mathcal{L}_{n}$ is the one step cost-to-go function at the $n$th stage defined as a weighted square sum of the tracking errors and control variables:

$$\mathcal{L}_{n} = \int_{q_{n}}^{q_{n+1}} \left[ \beta \sigma^{2} + \Gamma_{1} \tau_{y}^{2} + \Gamma_{2}(\omega - \omega_{ref})^{2} \right] d\zeta,$$

where $\sigma$ is the phase-space manifold of Section III-D used as a feedback control parameter, $q_{n}$ and $q_{n+1}$ are the starting and ending phase progression values at the $n$th and $(n+1)$th stage for the $q$th walking step, $\alpha$, $\beta$, $\Gamma_{1}$ and $\Gamma_{2}$ are weights, and $\omega_{ref}$ is the reference phase-space asymptote slope. This algorithm generates optimal control policies, which imply bounded values for $\omega$ and $\tau_{y}$. It does not consider flywheel position limits at this moment as our focus has been on $\epsilon$-bounded values for $\omega$.

Algorithm generates optimal control policies, which imply bounded values for $\omega$ and $\tau_{y}$. It does not consider flywheel position limits at this moment as our focus has been on $\epsilon$-bounded values for $\omega$.

Proof: Given an initial disturbed state $\sigma_{0} > \epsilon$ and assuming the existence of a control policy such that $\sigma_{trans} \leq \epsilon$, then the recoverability bundle $\mathcal{R}(\epsilon, \zeta_{trans})$ exists. Let us consider a Lyapunov function $V = \sigma^{2}/2$. Taking the derivative of $V$ along the pendulum dynamics of Eq. \[4\], we get:

$$\dot{V} = \sigma \dot{x}_{apex}^{2} \left( -2 \dot{x} (x - x_{foot}) + 2 \dot{x} \dot{x}_{apex} / \omega^{2} \right)$$

$$= \sigma \dot{x}_{apex} \left( -2 \dot{x} (x - x_{foot}) + 2 \dot{x} ((x - x_{foot}) - \tau_{y} / mg) \right)$$

$$= -2 \dot{x} \dot{x}_{apex} \sigma \dot{x} \tau_{y} / mg$$

$$= -2 \dot{x} \dot{x}_{apex} \sigma \dot{x} \tau_{y} / mg \cdot \text{sign}(\sigma) \sqrt{V} \leq 0,$$

where $\epsilon$ corresponds to the boundary value of an invariant bundle $B(\epsilon)$ as defined in Def. \[4\] $\mathbf{u}_{c}^{c} = \{\omega, \tau_{y}\}$ are control inputs at the instant when the trajectory enters the invariant bundle $B(\epsilon)$, $\mathbf{u}_{c}^{ref} = \{\omega_{ref}, \tau_{y}^{ref}\}$ are nominal control inputs. The smoothness of the above controller is studied in \[44\]. As Eq. \[14\] shows, when $|\sigma| \leq \epsilon$, the control effort, $\mathbf{u}_{c}$ is scaled between $\mathbf{u}_{c}^{c}$ and $\mathbf{u}_{c}^{ref}$. This control law is composed of an “inner” and an “outer” controller. The “outer” controller steers states into $B(\epsilon)$ while the “inner” controller maintains states within $B(\epsilon)$. Recovery trajectories are shown in Fig. \[5\] for two scenarios in the presence of random disturbances.

Since the control is bounded, we need to define a new control-dependent recoverability bundle. Given an acceptable deviation $\epsilon_{0}$ from the manifold, the invariant bundle is $B(\epsilon_{0})$. The control policy of Eq. \[14\] generates a control-dependent recoverability bundle (a.k.a., region of attraction to the “boundary-layer”) defined as $\mathcal{R}(\epsilon, \zeta_{trans}) = \{x_{c} \in \mathbb{R}^{2}, \epsilon_{0} \leq \epsilon \leq \epsilon_{trans} | x(\zeta_{trans}) \in B(\epsilon), \mathbf{u}_{c}^{r} \in u_{c}^{r}_{ref}\}$, where $u_{c}^{r}_{ref}$ are the control bounds shown in Eq. \[13\].

Theorem (Existence of Recoverability Bundle). Given the phase progression transition value $\zeta_{trans}$ and the control policy of Eq. \[14\], a recoverability bundle $\mathcal{R}(\epsilon, \zeta_{trans})$ exists and can be estimated by a maximum tube radius $\sigma_{max}^{0}$.

Proof: Given an initial disturbed state $\sigma_{0} > \epsilon$ and assuming the existence of a control policy such that $\sigma_{trans} \leq \epsilon$, then the recoverability bundle $\mathcal{R}(\epsilon, \zeta_{trans})$ exists. Let us consider a Lyaponov function $V = \sigma^{2}/2$. Taking the derivative of $V$ along the pendulum dynamics of Eq. \[4\], we get:

$$\dot{V} = \sigma \dot{x}_{apex} \left( -2 \dot{x} (x - x_{foot}) + 2 \dot{x} \dot{x}_{apex} / \omega^{2} \right)$$

$$= \sigma \dot{x}_{apex} \left( -2 \dot{x} (x - x_{foot}) + 2 \dot{x} ((x - x_{foot}) - \tau_{y} / mg) \right)$$

$$= -2 \dot{x} \dot{x}_{apex} \sigma \dot{x} \tau_{y} / mg$$

$$= -2 \dot{x} \dot{x}_{apex} \sigma \dot{x} \tau_{y} / mg \cdot \text{sign}(\sigma) \sqrt{V} \leq 0,$$
The existence of a recoverability bundle has been proven with the positive square root. Note that if $\dot{x}_{\text{apex},k+1} = 0$, i.e., coming to a stop, Eq. (16) becomes $x_{\text{foot},k+1} = x_{\text{trans}} + x_{\text{dist}}/\omega$. In such case, this equation is the same as the Capture Point dynamics in [45].

Once this sagittal foot placement is re-computed, a lateral foot position is also planned using a searching strategy [1]. To conclude, this two-stage procedure defines our robust optimal phase-space planning strategy.

V. DYNAMIC MANEUVERING OVER VARIOUS TERRAINS

In this section, our hybrid phase-space planning and robust optimal controller is tested over various terrains and subject to external disturbances. Inverse kinematics are used to map three-dimensional CoM and foot positions to joint angles. An accompanying video of the dynamic walking over various terrains is available at https://youtu.be/F8uTHsqn1dc.

Example 2 (Dynamic Walking over Rough Terrains). Three challenging terrains with random but known height variations are tested as shown in Fig. 7: (a) a terrain with convex steps, (b) a terrain with concave steps and (c) a terrain with inclined steps. The height variation, $\Delta h_k$, of two consecutive steps is randomly generated based on the uniform distribution, $\Delta h_k \sim \text{Uniform} \{(-\Delta h_{\text{max}}, -\Delta h_{\text{min}}) \cup (\Delta h_{\text{min}}, \Delta h_{\text{max}})\}$.

Our recovery strategies are computationally efficient: (i) Once disturbance is applied, an optimal policy is obtained by quickly searching a previously generated offline policy table. (ii) If the trajectory cannot recover before $\zeta_{\text{trans}}$, a new foot placement is re-planned using Eq. (16). Relying on an analytical foot placement strategy allows to speed up computation.
Fig. 8: Rough terrain recovery from sagittal disturbance by hybrid control strategy. The planner uses both first-stage DP for continuous control and second-stage discrete foot placement re-planning to recover from a CoM sagittal push. As subfigures (a) and (b) show, a multi-contact transition is used in this walking. Subfigures (c) and (d) show the sagittal and lateral kinematic CoM and foot trajectories.

\[
\Delta h_{\text{min}} = 0.1 \text{ m}, \quad \Delta h_{\text{max}} = 0.3 \text{ m.}
\]

A 10° tilt angle is used for the slope of the steps. Foot placements are chosen a priori using simple kinematic rules. We design apex velocities according to a heuristic accounting for terrain heights, and we use an average apex velocity of 0.6 m/s. Finally, we design piecewise linear CoM surfaces that conform to the terrain. We then apply the proposed planning pipeline to generate trajectories and search step transitions. The lateral CoM phase portrait in Fig. 6 (d) shows stable walking over 25 steps. The bar graph in Fig. 6 (e) shows the distribution of the randomly generated terrain heights over 100 steps.

Example 3 (Circular Walking over Random Rough Terrain).
Circular walking over random rough terrain is shown in Fig. 7. We use this example to validate the steering capability of our planner. The walking direction is defined by the heading angle \( \theta \) shown in Def. 4. The planning process is performed in the robot’s local coordinate with respect to the heading angle. We then apply a local-to-global transformation.

Example 4 (Recovery from Sagittal Disturbance). A sagittal push is applied to the robot as shown in Fig. 8 (a). This disturbance is considerably large such that the phase-space state can not recover to its nominal PSM before the next step transition. Thus, a sagittal foot placement needs to be re-planned as previously explained. The dashed line of Fig. 8 (a) represents the original phase-space trajectory while the solid line represents the re-planned trajectory.

Example 5 (Recovery from Lateral Disturbance). At the third step, the robot receives a lateral CoM disturbance, which causes a CoM lateral drift shown in Fig. 9 (b) and a lateral velocity jump shown in Fig. 9 (c). To deal with this disturbance, a new lateral foot placement is re-planned while ensuring that a lateral quasi-limit cycle is maintained.

VI. CONCLUSIONS
The main focus of this paper has been on addressing the needs for robust planning and control of non-periodic bipedal locomotion behaviors. These types of behaviors arise in situations where terrains are highly irregular. Many bipedal locomotion frameworks have been historically focused on flat terrain or mildly rough terrain locomotion behaviors. An increasing number of them are making their way into planning locomotion over rougher or inclined terrains. In contrast, our effort is centered around the goals of (i) providing metrics of robustness in rough terrain for robust control of the locomotion behaviors, (ii) generalizing gaits to any types of terrain topologies, (iii) providing formal tools to study planning, robustness, and recoverability of the non-periodic gaits, and (iv) demonstrating the ability of our framework to deal with large external disturbances. Our future work will focus on: (i) experimental validations of the proposed optimal control strategy, where pose estimation and kinematic errors, among other problems, will greatly impact the real performance; (ii) a realistic terrain perception model that does not assume perfect terrain information; (iii) a more realistic robot model that incorporates swing leg dynamics.
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