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Abstract—This work addresses the problem of efficient online exploration and mapping using multi-robot teams via a distributed algorithm for planning for multi-robot exploration—distributed sequential greedy assignment (DSGA)—based on the sequential greedy assignment (SGA) algorithm. SGA permits bounds on suboptimality but requires all robots to plan in series. Rather than plan for robots sequentially as in SGA, DSGA assigns plans to subsets of robots during a fixed number of rounds. DSGA retains the same suboptimality bounds as SGA with the addition of a term describing suboptimality introduced due to redundant sensor information. We use this result to extend a single-robot planner based on Monte-Carlo tree search to the multi-robot domain and evaluate the resulting planner in simulated exploration of a confined and cluttered environment. The experimental results show that suboptimality due to redundant sensor information introduced by the distributed planning rounds remains near zero in practice when using as few as two or three distributed planning rounds and that DSGA achieves similar or better objective values and entropy reduction as SGA while providing a 2–6 times computational speedup for multi-robot teams ranging from 4 to 32 robots.

I. INTRODUCTION

We consider multi-robot exploration as the problem of actively mapping environments by planning actions for multiple agents in order to produce informative sensor measurements. In this work, we address the problem of planning for exploration with large teams of robots using distributed computation and emphasize online planning and operation in confined and cluttered environments.

Informative planning problems of this form are NP-hard [18]. Rather than attempt to find an optimal solution in possibly exponential time, we seek approximate solutions with bounded suboptimality that can be found efficiently in practice. A commonly used suboptimal planning algorithm is sequential greedy assignment (SGA) [11, 17, 27]. SGA assigns plans to robots in sequence using a single-robot planner to maximize mutual information between a robot’s future observations and the explored map given knowledge of plans already assigned to other robots. SGA-based approaches that leverage mutual information objectives for multi-robot exploration achieve a two-times suboptimality bound when comparing the approximate solution found by the greedy algorithm to the true optimum [24], and arbitrary planners with known suboptimality achieve a similar bound [28].

The sequential nature of SGA results in rapidly increasing computation time which precludes online planning for large numbers of robots. This increased computation time is especially relevant to exploration problems as new information about occupancy significantly affects both feasible and optimal plans and necessitates reactive planning to achieve high rates of exploration. We propose a modified version of SGA, distributed sequential greedy assignment (DSGA), which consists of a fixed number of sequential planning rounds. At the beginning of each round, robots plan in parallel using a single-robot planner. A subset of those plans is chosen to minimize the difference between the information gain for
the entire subset and the sum of the information gains for each robot individually which does not consider redundancy between robots. We obtain a performance bound in terms of the result found by Singh et al. [28] that explicitly describes the additional suboptimality as exactly the reduction in the objective values accrued during the subset selection process. In doing so, we reduce the planning problem to analyzing and taking advantage of the coupling between robots’ observations during the subset selection, to enable faster online computation in a distributed manner without compromising exploration performance.

II. RELATED WORK

Early works in robotic exploration often approach the problem through geometric methods, such as frontier-based approaches [31]. Recent approximations of mutual information for ranging sensors [9, 16] has led to the development of exploration approaches that seek to directly maximize mutual information [3, 8, 15, 19, 21, 29]. We similarly formulate exploration as finite-horizon maximization of mutual information [3, 8, 15, 19, 21, 29]. We similarly formulate exploration approaches that seek to directly maximize mutual information, and the contribution of this work is to propose and analyze a new distributed algorithm for multi-robot exploration problems. The goals of this methodology are similar to those of Best et al. [3] who use probability collectives in an anytime planner.

More formally, the mutual information is submodular and nondecreasing, and the joint-space of multi-robot trajectories forms a matroid. Recent results on matroid constrained submodular maximization [5, 13] provide randomized polynomial time algorithms with \(1 - 1/e\) suboptimality guarantees, improving on the previous best known guarantee of \(1/2\) for SGA. This bound is tight for polynomial-time algorithms for subset selection [22, 17] which is a special case of the matroid-constraint. These approaches are computationally expensive and do not necessarily generalize well to multi-robot distributed planning. We therefore focus on SGA for the use case of online planning given its combination of reasonable bounds and runtime.

Several recent works consider the problem of developing parallel algorithms for unconstrained submodular maximization [20, 32] in addition to matroid constrained submodular maximization [2, 32]. However, achieving reasonable bounds can require additional assumptions on functional and algorithmic properties that may prove inappropriate in a distributed multi-robot context [20]. Mirzasoleiman et al. [20] propose a parallel algorithm for cardinality constrained submodular maximization, and similarly, Barbosa et al. [2] extend results by Calinescu et al. [5] to obtain a parallel algorithm applicable to matroid-constrained problems. However, these algorithms are based on data-parallel approaches that distribute planning for each individual robot across all processors. Instead, we prefer a robot-centric approach such that individual robots are ultimately responsible for planning and selecting their own actions.

III. PRELIMINARIES

Before presenting the details of the formulation and algorithm, we present some brief background details on information theory and submodular functions.

A. Information theory

Entropy quantifies the uncertainty in a random variable in terms of the average number of bits necessary to disambiguate a random variable \(X\) and denoted as

\[
H(X) = \sum_i -\mathbb{P}(X = i) \log_2 \mathbb{P}(X = i),
\]

with the entropy conditional on \(Y\) as

\[
H(X|Y) = \sum_i \sum_j -\mathbb{P}(X = i, Y = j) \log_2 \mathbb{P}(X = i|Y = j).
\]

The goal of the exploration problem is then to reduce the entropy of the map, \(H(M)\). Mutual information quantifies the expected reduction of the entropy given an observation \(Y\)

\[
I(X;Y) = \sum_i \sum_j -\mathbb{P}(X = i, Y = j) \log_2 \frac{\mathbb{P}(X = i|Y = j)}{\mathbb{P}(X = i)} = H(X) - H(X|Y).
\]


B. Submodularity for sequential greedy assignment

For conditionally independent observations, the mutual information is a submodular, nondecreasing set-function [17]. As shown by Nemhauser et al. [23, 24], these properties permit useful suboptimality bounds for greedy algorithms that we will leverage to develop an efficient algorithm for multi-robot active perception.

Define the set function, \(g : 2^\Omega \to \mathbb{R}\) where \(2^\Omega\) is the powerset of the ground-set, \(\Omega\). Then \(g\) is submodular if, for any \(A \subseteq B \subseteq \Omega\) and \(C \subseteq \Omega \setminus B\), the following inequality holds

\[
g(A \cup C) - g(A) \geq g(B \cup C) - g(B)
\]

This function is also monotonic if for any \(A \subseteq \Omega\) and \(x \in \Omega \setminus A\)

\[
g(A \cup \{x\}) \geq g(A)
\]

with \(g(\emptyset) = 0\).

IV. MULTI-ROBOT EXPLORATION FORMULATION

This section describes the problem of distributed multi-robot exploration. We begin by describing the system and environment models and then introduce the planning problem as a finite-horizon optimization.
A. System model

Consider a team of robots, \( R = \{r_1, \ldots, r_n\} \), engaged
in exploration of some environment \( m \). The dynamics and
sensing are described by
\[
x_t = f(x_{t-1}, u), \quad y_t = h(x_t, m) + \nu
\]
where \( x_t \) represents a robot’s state at time, \( t \), and \( u \in U \)
is the control input. The observation, \( y_t \), is a function of
both the state and the environment and is corrupted by noise,
\( \nu \). We use capital letters to refer to random variables
and lower-case for realizations so \( M \) and \( Y_t \) represent
random variables associated with the environment and an observation,
respectively.

B. Occupancy grids

The environment, \( M \), is represented as an occupancy grid
Elves [12] with an associated mutual information approxima-
tion for ranging sensors [9,16]. The environment is discretized
into cells, \( M = \{C_1, \ldots, C_{n_m}\} \), that are either occupied or
free with some probability. Cells are independent such that the
probability of a realization \( m \) is \( \mathbb{P}(M = m) = \prod_{i=1}^{n_m} \mathbb{P}(C_i = c_i) \). The conditional probability of \( M \) given previous states and
observations is then written
\[
\mathbb{P}(M = m|x_{1:T-1}, y_{1:T-1}) = \frac{\prod_{t=0}^{T} \mathbb{P}(y_t|y_{t-1}, M = m, x_{t-1}) \mathbb{P}(M = m)}{\sum_{m' \in M} \prod_{t=0}^{T} \mathbb{P}(y_t|y_{t-1}, M = m', x_{t-1}) \mathbb{P}(M = m')}
\]
As representing an unconstrained joint distribution between
cells is infeasible, the conditional probabilities of the cells
given previous measurements is also treated as being indepen-
dent with probability \( p_{i,t} \) such that the conditional probability is
\[
\mathbb{P}(M = m|x_{1:T-1}, y_{1:T-1}) = \prod_{t=1}^{n_m} p_{i,t} \quad (9)
\]
We denote the collection of probabilities as the belief, \( b_t = \bigcup_{i=1}^{n_m} p_{i,t} \).

C. Problem description and objective

For one robot and one time-step the optimal control action
in terms of entropy reduction is
\[
u^*_t = \arg \max_{u \in U} I(Y_{t+1}; M|b_t) \quad (10)
\]
Consider an \( l \)-step lookahead. The problem becomes a
belief-dependent partially-observable Markov decision process
(POMDP) as is discussed in more detail by Lauri and Ritala [19]. In the general case, this is an optimization over policies
\[
Q_l(b_t, x_t, u) = I(Y_{t+1}; M|b_t)
+ \mathbb{E}_{Y_{t+1}} \left[ \max_{u' \in U} Q_{l-1}(b_{t+1}, x_{t+1}, u') \right], \quad (11)
u^*_t = \arg \max_{u \in U} Q_l(b_t, x_t, u). \quad (12)
\]
We instead optimize over a fixed series of actions rather than
over policies which results in a simpler problem. To simplify
notation and possible confusion of the relationship between
observations and controls, let \( Y_t \) indicate the space of possible
observations available to robot \( t \) over the finite horizon induced
by the control inputs and dynamics. The optimal multi-robot,
finit-time horizon informative plan is then
\[
Y^*_{t+1:t+1:n_r} = \arg \max_{y_{t+1:t+1:n_r} \in Y_{t+1:t+1:n_r}} I(Y_{t+1:t+1:n_r}; M|b_t) \quad (13)
\]
where the indexing \( x_{1:t+1:n_r} \) represents values at times \( t \) through \( t \) and for robots \( 1 \) through \( n_r \). In the following sections,
we will drop the time and robot index when appropriate.

D. Assumptions

We make the following assumptions regarding the explo-
ration scenario: 1) all agents have the same belief state,
operate synchronously, and communicate via a fully connected
network; 2) the transition function, \( f \) is bounded; and 3) the
sensor range is bounded. The first assumption simplifies
analysis in the context of this work. Here we emphasize
scenarios where large numbers of robots operate in close
proximity leading to redundant observations. Extending the
proposed algorithm to incorporate additional considerations
such as communication constraints is left to future work.

The second and third assumptions ensure that the mutual
information between observations made by distant robots is
zero. These assumptions simplify the problem structure and
are the key reason that the proposed efficient algorithm comes
with little to no reduction in solution quality.

V. SINGLE-ROBOT PLANNING

We employ Monte-Carlo tree search [10,4] for the single
robot planner as previously proposed for active perception and
exploration [19,3,25] and in multi-robot active perception [3].

In order to ensure bounded and similarly scaled rewards,
constant terms from (13) are dropped when planning for the
\( i \)-th robot to obtain
\[
I(Y_{t+1:t+l}; M|Y_{t+1:t+l}; A_i, b_t) \quad (14)
\]
and maximize the mutual information between \( Y_{t+1:t+l} \) con-
ditional on observations, \( Y_{t+1:t+l}; A_i \) for the set of robots, \( A \).

Denote solutions obtained from the Monte-Carlo tree search
single-robot planner maximizing (14) as
\[
\hat{Y}_i = \text{SingleRobot}(i, Y_A) \quad (15)
\]
and assume this planner has suboptimality \( \eta \geq 1 \) such that
\[
\eta I(M; \hat{Y}_i|Y_A) \geq \max_{Y \in Y_i} I(M; Y|Y_A) \quad (16)
\]
as by Singh et al. [28].

VI. MULTI-ROBOT PLANNING

The main contribution of this work is in the design and
analysis of a new distributed multi-robot planner that extends
the single-robot planner discussed in Sect. V or any planner
satisfying (16) to multi-robot exploration. In development of a
This algorithm satisfies the following suboptimality bound.

\[ I(M; Y^*) \leq (1 + \eta)I(M; \hat{Y}^g) \]  

where \( \eta \) is the excess suboptimality. The proof is provided in the appendix.

Theorem 2. The excess suboptimality of the distributed algorithm compared to greedy sequential assignment is given by the sum of mutual information between each selection and all prior selections during that round:

\[ I(M; Y^*) \leq (1 + \eta)I(M; Y^d) + \psi \]  

where \( \psi = \sum_{i=1}^{n_d} \sum_{j=1}^{D_i} I(Y^d_{D_i,j}; Y^d_{D_i,j-1} | Y^d_{F_{i,j-1}}) \) is this excess suboptimality. The proof is provided in the appendix.

Algorithm 1: Distributed sequential greedy assignment (DSGA) from the perspective of robot \( i \)

1: \( n_d \leftarrow \) number of planning rounds
2: \( n_i \leftarrow \) number of robots
3: \( Y_i \leftarrow \emptyset \) \( \triangleright \) set of fixed trajectories
4: for \( 1, \ldots, n_d \) do
5: \( Y_i(Y_F) \leftarrow \text{SingleRobot}(i, Y_F) \)
6: \( I_{i,0} \leftarrow I(M; Y_i | Y_F) \) \( \triangleright \) planner reward
7: \( I_{i,F} \leftarrow I_{i,0} \) \( \triangleright \) updated reward
8: for \( k = 1, \ldots, \lceil \frac{n_i}{n_d} \rceil \) do
9: \( j \leftarrow \arg \min_{j \in Y_{i-1}} I_{j,F} - I_{j,0} \) \( \triangleright \) reduction across robots
10: if \( i = j \) then
11: Transmit: \( Y_i | Y_F \)
12: return \( Y_i | Y_F \)
13: else
14: Receive: \( Y_j | Y_F \)
15: \( Y_F \leftarrow Y_F \cup Y_j | Y_F \)
16: \( I_{i,F} \leftarrow I(M; Y_i | Y_F) \) \( \triangleright \) update reward

Denote a planner with \( n_d \) planning rounds as \( \text{DSGA}_{n_d} \). Let \( D_i \) be the set of robots whose trajectories are assigned during the \( i \)th distributed planning round and \( F_i = \bigcup_{i=1}^{j} D_i \) as the set of all robots with trajectories assigned by that round. Denote incremental solutions to this new distributed algorithm, similarly to the previously discussed algorithms, as \( \hat{Y}_{F_i} \). Then, let \( \hat{Y}_i | Y^d_F \) represent the approximate solution returned by the single-robot planner given previously assigned trajectories. The result of DSGA can then be written as \( Y^d_{D_i,j} = \hat{Y}_{D_i,j} | Y^d_{F_{i,j-1}} \), where \( D_i,j \) is the \( j \)th robot assigned during round \( i \). DSGA achieves a bound related to Theorem 1 with an additive term based on the decrease in objective values from initial planning to assignment that DSGA seeks to minimize (Alg. 1 line 9).

Although this paper addresses multi-robot exploration, this result applies generally to informative planning problems and general matroid-constrained monotone submodular maximization (aside from notation and problem specialization).
 empirically without needing to obtain the objective value returned by SGA explicitly. This bound can be extended to provide additional insights into and to produce algorithms that better take account for problem structure.

**Corollary 2.1.** Using submodularity, excess suboptimality may be bounded by a sum over pairwise conditional mutual information rather than the updated mutual information describing the performance of subsets at the beginning of the subset selection phase

\[
I(M; Y^* ) \leq (1 + \eta)I(M; Y^d ) + \eta \sum_{i=1}^{n_d} \sum_{j=1}^{\left| D_i \right| - 1} \sum_{k=1}^{\left| D_j \right| - 1} I(Y^d_{D_i,j}; Y^d_{D_j,k} | Y^d_{F_{j-1}}).
\]

By submodularity, we may also drop all conditioning to obtain a bound on any given partitioning based on the problem structure

\[
I(M; Y^* ) \leq (1 + \eta)I(M; Y^d ) + \sum_{i=1}^{n_d} \sum_{j=1}^{\left| D_i \right| - 1} \sum_{k=1}^{\left| D_j \right| - 1} I(Y^d_{D_i,j}; Y^d_{D_j,k}).
\]

Equation (22) extends to pairwise bounds over the space of all plans by upper-bounding the terms of the summation such as with a bound based on inter-robot distances. This bound may be used to obtain algorithms with bounded performance based on the density of the deployment of the multi-robot team or to inform the subset selection process.

In DSGA, subsets are chosen using a greedy strategy. This performs well when the problem is balanced among robots and sufficiently decoupled. For unbalanced problems, a large number of robots with low objective values can cause relevant robots to be selected during later rounds, eliminating benefits of the sequential rounds. The negation of the contribution of a single round

\[
\sum_{j=1}^{\left| D_i \right| - 1} I(M; Y^d_{D_i,j} | Y^d_{F_{j-1}})
\]

is found by application of the chain-rule of mutual information to (32). Equation (23) is submodular and non-increasing unlike the nondecreasing objectives considered previously. Existing bounds for this problem class provide relatively poor bounds and so we continue with the greedy heuristic.

**C. Algorithm runtime analysis**

We compare the runtime of DSGA to SGA for variable numbers of robots. With runtime defined as the time elapsed from when the first robot begins computation until the last robot is finished. We assume point-to-point communication over a fully-connected network requiring a fixed amount of time per message. Messages have fixed sizes, corresponding to either a finite-horizon plan or a difference in mutual information. Given these assumptions, broadcast and reduction steps each require \(O(\log n_r )\) time. The Monte-Carlo tree search planner is run for a fixed number of iterations, and the only variability in runtime for this step enters through evaluation of mutual information. Using the approximation developed by Charrow et al. [9], evaluation of mutual information is linear in the number of cells of the map being observed. Given the assumption of bounded sensor range, evaluation of mutual information scales linearly in the number of robots.

SGA consists of \(n_r\) planning steps, each with a bounded number of mutual information evaluations and one broadcast step. The computation time of sequential greedy assignment is then

\[
\text{SGA} : \quad O(n_r^2 + n_r \log n_r).
\]

Each round of DSGA begins with a single planning phase, and with \(n_d\) of such rounds, the time required for planning is \(O(n_d n_r)\). The rest of the algorithm consists of subset selection, broadcast of the chosen plans, and computation of mutual information. These steps cumulatively run once per robot for a total cost of

\[
\text{DSGA}_{n_d} : \quad O(n_d n_r + n_r \log n_r + n_r^2).
\]

Although the asymptotic runtime of these algorithms is quadratic, the constant factors vary significantly. For SGA, the squared term is associated with the single-robot planner which represents a large number of mutual information evaluations.

In DSGA, the squared term corresponds to a single evaluation per robot which significantly reduces planning time in practice.

**VII. RESULTS AND DISCUSSION**

We evaluate the proposed approach using three experiments. In Sect. VII-B we use a series of tests with sixteen-robot teams and up to three planning rounds (\(n_d = 3\)) and demonstrate that the excess, \(\psi\), becomes insignificant given only a few planning rounds and in turn the performance of DSGA matches SGA. In Sect. VII-C we test DSGA\(_3\) and SGA with increasing numbers of robots (4, 8, 16, and 32) to show that entropy reduction performance of DSGA\(_3\) consistently tracks SGA and that per-robot performance degrades gracefully for both algorithms as the environment becomes crowded with increasing numbers of robots. Section VII-D evaluates computation times and demonstrates significant improvements when using DSGA.

**A. Implementation details**

We evaluate the proposed algorithm in simulation and run experiments on a laptop equipped with an Intel i7-5600U CPU (2.6 GHz). Tests evaluating exploration performance are each run twenty times with randomized initializations. Timing tests are run separately over single runs with an identical experimental setup. Robots move through a 3D environment with planning, mapping, and mutual information computation in 3D.

The simulated robots emulate kinematic quadrotors moving in a three-dimensional environment. Robots execute discrete actions, translations of \(\pm 0.3\) m in the \(x-y-z\) directions and heading changes of \(\pm 0.3\) rad. Each robot is equipped with a simulated time-of-flight camera with a range of 2.4 m similar to a typical depth camera, 19 \(\times\) 12 resolution, and 43.6 \(\times\) 34.6°
field-of-view oriented with the long axis aligned vertically for use in sweeping motions. For efficient computation, rays are down-sampled by two for computation of information and we substitute Shannon mutual information \( \psi \) with Cauchy-Schwarz mutual information in the implementation \( \eta \), and rather than the typical uniform prior used in mapping, we introduce a prior of a 12.5% occupancy probability during evaluation of mutual information \( \eta \).

The planner and other components of the system are implemented using C++ and ROS \( \psi \). For the distributed planner, timing results for the single-robot planning phase are computed by taking the maximum over each round and for information propagation as the maximum time over each assignment. In practice, computing the reduction to find the minimum excess term (Alg. \( \psi \) line \( \eta \)) requires an insignificant amount of time. So, although we assume a logarithmic-time parallel reduction in the analysis, we compute this by iteration over all elements in the implementation.

a) Exploration scenario: We test the exploration methodology in a confined and cluttered environment with obstacles (cubes) of various sizes with robot positions initialized randomly near a lower edge as depicted in Fig. \( \psi \). The environment is bounded by a 6 m × 6 m × 6 m cube. The robots map this environment using a 3D occupancy grid with 0.1 m resolution. The confines and clutter ensure that robots remain proximal, leading to significant potential for redundant observations and suboptimal joint plans.

B. Different numbers of distributed planning rounds

Figure \( \psi \) and Table \( \psi \) show results for exploration experiments comparing DSGA\(_1\) through DSGA\(_3\) to SGA for a team of 16 robots. The excess (\( \psi \)) is largest at the beginning of each exploration run as all robots are initialized near the same position. As the robots spread out, all planners approach approximately steady-state conditions in terms of both excess suboptimality and objective values before decaying once the environment is mostly explored. The \( \psi \) terms remain relatively large for DSGA\(_1\)—which assigns all plans in a single round and does not consider conditional dependencies—and is, on average, approximately one-third of the mutual information objective. However, the \( \psi \) terms decrease monotonically with increasing numbers of planning rounds and are negligible for DSGA\(_3\). Decreasing values of \( \psi \) are then reflected in the mutual information objective, whereas DSGA\(_2\) and DSGA\(_3\) closely track SGA while objective values for DSGA\(_1\) are at times decreased (Fig. 2a). Theorem \( \psi \) states that if \( \psi \) is small DSGA obtains the same performance bounds as SGA. Although either algorithm may perform significantly better than these bounds the matching performance bounds, are accompanied by comparable objective values in the experimental results.

Further, the actual exploration performance in terms of entropy reduction also improves for DSGA\(_2\) and DSGA\(_3\) with similar performance to SGA (Fig. 2c) as expected according
Fig. 3: Exploration performance with different numbers of robots for (solid lines) SGA and (dashed lines) DSGA. Note that DSGA closely tracks SGA, and results sometimes appear as one line. DSGA meets or exceeds the performance of SGA for even relatively large numbers of robots despite using a constant number of planning rounds. Results by robot-iteration (i.e. total robot-time). Results by number of iterations (i.e. real-time). Transparent patches show standard-error.

DSGA still performs well in terms of both objective values and exploration performance despite the lack of inter-robot coordination. This motivates further study into the structure of typical informative planning problems to better explain the performance of approximate algorithms such as DSGA and the special case of DSGA.

C. Different numbers of robots

Figure 3 compares DSGA3 to SGA for various numbers of robots first by: 1) total number of iterations to quantify the reduction in total exploration time when using large teams of robots, and 2) by number of “robot-iterations” to demonstrate that the average per-robot performance remains consistent as the number of robots increases. These results and those for varying the $n_d$ are summarized in Table 1.

Robots perform consistently through $n = 8$ and those for varying the $n_d$ demonstrate that the average per-robot performance remains of inter-robot coordination. This motivates further study into the structure of typical informative planning problems to better explain the performance of approximate algorithms such as DSGA and the special case of DSGA.

D. Computational performance

Figure 4 shows timing results for configurations discussed in the prior subsections. SGA scales super-linearly as expected given the quadratic runtime (23). The average computation time increases nearly thirteen times from $n_r = 4$ to $n_r = 32$ robots from 0.631 s to 8.23 s. DSGA performs more reasonably both in number of planning rounds and number of robots. With sixteen robots, from DSGA1 to DSGA3, the computation time increases by only a factor of 2.4 despite tripling the number of planning rounds, in part due to decreased time propagating mutual information. When varying the number of robots, the average computation time varies from 0.343 s to 1.36 s leading to a 2–6 times speedup as to SGA. Time spent in the single-robot planner scales approximately linearly with the number of robots as expected and varies by relatively little from 0.324 s to 0.872 s. As expected, the information propagation scales quadratically (24) and becomes significant only with large numbers of robots. DSGA then significantly reduces the impact of the single-robot planner on computational performance as the quadratic runtime of the distributed planner is due to a single evaluation of mutual information per robot rather than many evaluations computed within the single-robot planners. This results in computation times appropriate for online planning that scale well to large numbers of robots.

VIII. CONCLUSIONS AND FUTURE WORK

The proposed distributed algorithm (DSGA) efficiently approximates sequential greedy assignment (SGA) and is appropriate for implementation on multi-robot teams using distributed computation and online planning. We apply this algorithm to the problem of multi-robot exploration, and demonstrate consistent entropy reduction performance in sim-
ulation for large numbers of robots exploring and mapping a complex three-dimensional environment. The results for DSGA demonstrate the effectiveness of this simple and efficient extension of SGA to distributed contexts by taking advantage of parallel computation. We expect that this result will be instrumental in development of physical multi-robot systems that take advantage of online distributed computation for exploration and similar finite horizon informative planning problems.

Although planning is no longer entirely sequential, the assignment in the subset selection step is still sequential resulting in the same asymptotic run time as sequential greedy assignment. Introducing bounds on the pairwise mutual information and assumptions on the multi-robot team’s geometry can potentially lead to further reduction in the runtime of the proposed algorithm and extension of the proposed approach to teams of robots that have incomplete connectivity.

\section*{Appendix}

\textit{Proof of Theorem 2}. The proof of the suboptimality bound on DSGA is similar to \cite{28} or \cite{29} and incorporates suboptimality of the single-robot planner \cite{28}

\begin{equation}
I(M;Y^*) \leq \sum_{i=1}^{n_r} (I(M;Y^d_{F_{n_d,i+1:n_r}}|F_{n_d,i+1:n_r}) - I(M;Y^d_{F_{n_d,i+1:n_r}}|F_{n_d,i+1:n_r}))
\end{equation}

\begin{equation}
= I(M;Y^d) + \sum_{i=1}^{n_r} (I(M;Y^d_{F_{n_d,i+1:n_r}}|Y^*_{F_{n_d,i+1:n_r}}) - I(M;Y^d_{F_{n_d,i+1:n_r}}))
\end{equation}

\begin{equation}
\leq I(M;Y^d) + \sum_{i=1}^{n_r} \left( I(M;Y^d_{D_{i+1,1:n_r}}|Y^*_{D_{i+1,1:n_r}}) - I(M;Y^d_{D_{i+1,1:n_r}}) \right)
\end{equation}

\begin{equation}
= I(M;Y^d) + \sum_{i=1}^{n_r} \sum_{j=1}^{|D_i|} I(M;Y^d_{D_{i+1,1:n_r}}|Y^d_{D_{i+1,1:n_r},j})
\end{equation}

Equation \cite{28} follows from monotonicity of mutual information and is rearranged to obtain \cite{29}. Equation \cite{27} follows from submodularity. Equation \cite{28} rewrites the previous expression using conditional mutual information as a sum over the planning rounds. Equation \cite{29} again follows from submodularity. In Equation \cite{30}, we introduce terms that sum to zero, and in \cite{31} we extract one of these terms using a telescoping sum. We now have a result that expresses the excess suboptimality in terms of the decrease in reward from when the planner is first run to when the plan is assigned. Equation \cite{32} rearranges the mutual information terms and follows from writing the mutual informations as differences of entropies. The last mutual information term is zero due to conditional independence of observations given the environment leading to the final result in \cite{33}.
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