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Abstract—The successful deployment of many autonomous systems in part hinges on providing rigorous guarantees on their performance and safety through a formal verification method, such as reachability analysis. In this work, we present a simple-to-implement, sampling-based algorithm for reachability analysis that is provably optimal up to any desired approximation accuracy. Our method achieves computational efficiency by judiciously sampling a finite subset of the state space and generating an approximate reachable set by conducting reachability analysis on this finite set of states. We prove that the reachable set generated by our algorithm approximates the ground-truth reachable set for any user-specified approximation accuracy. As a corollary to our main method, we introduce an asymptotically-optimal, anytime algorithm for reachability analysis. We present simulation results that reaffirm the theoretical properties of our algorithm and demonstrate its effectiveness in real-world inspired scenarios.

I. INTRODUCTION

Autonomous and highly automated systems inherently depend on effectively incorporating rigorous guarantees on the performance and safety through formal verification and validation methods. For instance, in order to ensure collision-free paths, advanced driver-assistance systems need to be capable of anticipating all potential actions of the driver without overly conservative assumptions. This requires performing on-line reachability analysis, i.e., computation of states that these vehicles can reach within a given time interval. It can also serve as a supervisory mechanism for any motion planner that incorporates deep learning. Going beyond the realm of autonomous driving, reachability analysis has shown promise as a tool for formal verification of a wide variety of systems. Applications of reachability analysis include safety, correctness, and controller synthesis problems involving intricate specifications or robotic systems such as autonomous aircraft and cars, medical robots, and personal-assistance robots.

Typically the state of a system is not fully observable, e.g., a car might not have precise knowledge about its position. Thus, conducting accurate reachability analysis by definition requires reasoning about all possible trajectories from every possible state. Reasoning about all possible behaviors of a system renders reachability analysis computationally intractable in practice [3]. This computational challenge is further compounded by the generally large size and high complexity of the system in consideration, and the practical need to obtain verification results in a reasonably short time (i.e., seconds or minutes, not days) for the sake of, for example, real-time motion planning. These computational challenges in conjunction with the need to obtain provably valid results motivate the development of approximation schemes with provable guarantees for reachability analysis.

In this paper, we consider the problem of efficiently computing the approximate forward reachable set of a continuous system, i.e., the set of states that can be reached by a safe trajectory from any of the specified initial states. Motivated by scenarios where under-approximations of the reachable set are desired, e.g., in the case of checking feasibility of prospective motion plans, our problem formulation considers generating provably accurate under-approximations, see Fig. 1 for an example. In particular, our work imposes minimal assumptions and is capable of handling any type of nonlinear dynamics as well as arbitrarily non-convex regions of states. In this regard, our work aims to close the research gap between the vast prior work in reachability analysis that has primarily focused on generating over-approximations.

This paper contributes the following:

1) A unified problem formulation that imposes minimal system-specific assumptions, for the provable under-approximation of the reachable set of a continuous set,
2) A simple-to-implement, sampling-based algorithm to sample sufficiently diverse initial states in order to generate a provably-accurate approximation of the target reachable set, up to any desired accuracy. Additionally, an anytime variant of our approximation algorithm that is asymptotically optimal,

3) An analysis of the proposed algorithms and their theoretical properties, including approximation accuracy and computational complexity, as a function of the desired approximation error $\varepsilon$ and system-specific variables,

4) Empirical results demonstrating the broad applicability and practical effectiveness of our algorithm on a set of real-world inspired, simulated scenarios.

II. RELATED WORK

Our approach to reachability analysis integrates prior work in verification, validation, and theoretical computer science. A large body of literature has been devoted to formal analysis of reachability for finite [13], continuous [6, 11], and hybrid systems [4, 28, 5, 10] with applications ranging from ensuring the safety of mobile robots in human environments to flight maneuver verification [27, 7, 22, 32, 36, 33, 24, 17, 21, 28].

Accurate reachability analysis necessitates the computation of the reachable set for every single state in an uncountable state space, which is computationally intractable in practice [34]. Therefore, a vast collection of prior work has focused on developing approximation algorithms such as finite abstractions, for the computation of approximate reachable sets.

To this end, an approach using zonotopes is presented in [2] and implemented as the CORA toolbox. Taylor flow tubes were used in Flow* tool [9]. Other tools such as HyTech [23] and [12] consider only linear dynamics. In [20, 28] reachability is cast as Partial Differential Equations (PDEs) and standard tools for solving PDEs are used. However, virtually all of these tools compute over-approximations and cast the generally (highly) non-linear system dynamics as polynomials or even linear functions, which results in potentially unbounded error terms. Moreover, they are highly sensitive to the dimensionality of the input space and suffer to a great extent from the curse of dimensionality [28].

Although our algorithm also scales exponentially with dimension, it exhibits provable guarantees with respect to the generated approximate set and enables the user to specify the trade-off between accuracy and computation time allowing for near real-time computations if desired.

To overcome the computational tractability issues, the simplified version of the problem has been addressed in the context of safety, namely falsification [31, 11, 6]. In this case, an invariant set is fixed and the procedure generates some trajectory that exists in the set. This approach culminated in the development of frameworks such as counter-example guided abstraction refinement methods [14, 25] for safety verification and synthesis. Another falsification method for continuous and hybrid systems based on the Rapidly-exploring Random Tree (RRT) algorithm (and its variants) was proposed in [6]. Other approaches to overcome the inherit tractability issues of verification include decoupling the dynamics of the system [8], which, however, poses a strong assumption on the types of the systems that can be considered.

Previous work has also investigated verification for autonomous cars and other agents. In [3], planned driving maneuvers are verified before execution via zonotope-based approximations of the reachable set. Similarly, [18] considered safe envelopes for shared steering of a vehicle, however, the approach does not consider vehicle dynamics, but its performance heavily depends on the geometry of the environment. The work in [26] introduces a compositional verification framework for a large array of driving scenarios to verify planner constraints on a city-level scale. In [1], the coupled dynamics of vehicle platooning is investigated and verified offline. However, literally all previous works do not provide theoretical guarantee on the performance of the method.

In contrast to prior work, this paper addresses the problem of generating accurate under-approximations of reachable sets and closes the research gap in approximate reachability analysis, which has predominantly focused on computing over-approximations. Unlike prior approaches that lack theoretical guarantees on performance or impose strong assumptions on the problem, our sampling-based algorithm is simple-to-implement, imposes minimal assumptions, and is provably-optimal up to any desired approximation accuracy.

III. PROBLEM DEFINITION

Consider a robot described by the dynamic system: $\dot{x} = h(x,u)$, where $x \in \mathbb{R}^d$ is the state, $u \in \mathcal{U}$ is the control signal, the set of controls $\mathcal{U} \subseteq \mathbb{R}^m$ is a compact set, and $h$ is a continuously differentiable function. Let $x(x_0,t,u(\cdot))$ denote the robot’s state at time $t$ starting from the initial state $x_0$ and evolving under input control signal $u(t)$. Denote the set $H(x_0,T) = \{x(x_0,T,u(\cdot)) | u(\cdot) \in \mathcal{U}, \forall t \in [0,T]\}$.

Let $\mathcal{X} \subseteq \mathbb{R}^d$ denote the $d$-dimensional compact set of initial states and let $\mathcal{Y}$ denote the $d$-dimensional compact set of all reachable states. The reachability function $f : \mathbb{R}^d \rightarrow 2^\mathcal{Y}$ maps each state $x \in \mathcal{X}$ to a compact set of reachable states, $f(x) \subseteq 2^\mathcal{Y}$. Let $T > 0$ be the terminal time, the reachability function is $f(x) = H(x,T)$. The domain of $f$ is defined to be the entire $d$-dimensional space for convenience in our analysis, however, without loss of generality we assume that $f(z) = \emptyset \forall z \notin \mathcal{X}$. For any subset $\mathcal{X}' \subseteq \mathcal{X}$, define the function that represents the union of all reachable sets in $\mathcal{X}'$, $F(\mathcal{X}') = \bigcup_{x \in \mathcal{X}'} f(x)$ for notational brevity. Note that $F$ is monotonous, i.e., for any subset $\mathcal{X}' \subseteq \mathcal{X}$, $F(\mathcal{X}') \subseteq F(\mathcal{X})$ and that the ground truth reachable set is $F(\mathcal{X})$. We assume that both the state space, $\mathcal{X}$, and the ground truth reachable set, $F(\mathcal{X})$, are compact.

Our objective is to generate an approximation to $F(\mathcal{X})$ via the union of the reachable sets of a finite set $\mathcal{S} \subset \mathcal{X}$ such that $|\mathcal{S}| = n \in \mathbb{N}_+$. That is, our goal is to judiciously construct a finite set $\mathcal{S} \subset \mathcal{X}$ such that $F(\mathcal{S}) \approx F(\mathcal{X})$. We will quantify the accuracy of our approximation by comparing the volume of $F(S)$ to that of $F(\mathcal{X})$. More formally, let $\mu(\cdot)$ denote the Lebesgue measure, i.e., volume, of any measurable set and let $\mu(F(\mathcal{X}))$ denote the volume of the ground truth reachable set.

We formalize the reachability problem as follows.
Problem 1 (Approximate Reachability Problem). For any given \( \varepsilon \in (0, 1) \), generate a finite subset \( S \subset X \) such that

\[
(1 - \varepsilon)\mu(F(X)) \leq \mu(F(S)) \leq \mu(F(X)).
\]

IV. Method

In this section, we present our algorithm for generating reachable sets that are provably competitive with the ground-truth reachable set to any desired accuracy. We show that our main method (Alg. 2) can easily be used as a sub-procedure to obtain an anytime, asymptotically-optimal algorithm (Alg. 3) for reachability analysis.

A. Overview

Accurate construction of the ground-truth reachable set \( F(X) \) requires the evaluation of the reachable set \( f(x) \) for all initial states \( x \in X \) in the worst case. However, the set of initial states \( X \) is uncountably infinite, which renders straightforward evaluation of \( F(X) \) computationally intractable. To address this challenge, we take a sampling-based approach to reachability analysis.

Our method is based on the premise that evaluating the reachability of a carefully constructed finite subset \( S \subset X \) of the initial states can serve as an accurate approximation of the minimum pairwise distances between the points in \( S \) is greater than \( \delta \) (see Sec. V), for an appropriate \( \delta > 0 \).

B. Approximately-optimal Algorithm

Our algorithm for approximately-optimal reachability analysis is shown as \textsc{ApproximateReachability} (Alg. 2). We give an overview of our method, which follows directly from the constructive proofs presented in Sec. V. In particular, for any desired approximation accuracy \( \varepsilon \in (0, 1) \), our analysis establishes an appropriate value of \( \delta \) to be used in constructing the \( \delta \)-packing for \( X \). Lines 1-4 of Alg. 2 generate upper bounds on the system-specific constraints, which are then used, along with \( \varepsilon \), to set the appropriate \( \delta \) parameter for the packing (Line 6). The \( \delta \)-packing, \( S \), is then constructed (Line 7) and the reachability of \( S \) is computed and returned (Lines 8-12).

C. Anytime, Asymptotically-optimal Algorithm

Our anytime, asymptotically-optimal algorithm is shown as \textsc{AnytimeApproximateReachability} (Alg. 3). The main idea behind our algorithm is that if Alg. 2 is iteratively invoked with increasingly small values of \( \varepsilon \) as input, then the generated reachable sets will converge to the ground-truth reachable set as the number of iterations \( i \) tends to infinity.

V. Analysis

We prove under mild assumptions that for any specified error \( \varepsilon \in (0, 1) \), Alg. 2 generates an approximately optimal reachable set by computing the reachable sets of only finitely many initial states. As a corollary, we prove that the anytime variant of our approximation algorithm, Alg. 3, is asymptotically optimal. For brevity, some of the proofs have been omitted from this manuscript.

The intuition behind our analysis is as follows. Assuming that the reachability function is Lipschitz continuous, we expect similar states to map to similar reachable sets.
Therefore, to establish a bound on the quality of our finite set generated by Alg. 1, we show that the total overlap between the reachable sets of $x \in S$ and the neighboring states of $x$ is high (Lemmas 3, 4). This implies that $f(x)$ serves as a good approximation of the reachable sets of all neighboring states. By generalizing and applying this argument to all points in $S$, we establish that $F(S)$ serves as a good approximation for the entire reachable set, given that the points are sampled sufficiently far apart from one another (Lemmas 5, 6). We conclude by establishing sufficient conditions on the constructed set $S$ to ensure a $(1 - \varepsilon)$-approximation of the reachable set and analyzing the computational complexity of our algorithm (Theorems 7, 10).

A. Preliminaries

For any measurable two sets $A, B$, let $d_H(A, B)$ denote the Hausdorff distance [29] between $A$ and $B$, i.e.,

$$d_H(A, B) = \inf \{ \delta \geq 0 : A \subseteq B_{\delta} \text{ and } B \subseteq A_{\delta} \},$$

where $\| \cdot \|$ denotes the Euclidean norm. Intuitively, the Hausdorff distance is the maximum length of the path from a point in one of the sets to the closest point belonging to the other set. An equivalent way to define the Hausdorff distance between compact sets $A, B$ is via a $\delta$-fattening:

$$d_H(A, B) = \inf \{ \delta \geq 0 : A \subseteq B_{\delta} \text{ and } B \subseteq A_{\delta} \},$$

where $A_{\delta}, B_{\delta} \subseteq \mathbb{R}^d$ denotes the $\delta$-fattening of the set $A$: $A_{\delta} = \bigcup_{a \in A} B_\delta(a)$, where $B_\delta(a)$ denotes the closed ball of radius $\delta$ centered at $a$ [29].

Assumption 1 (Measure Properties of $f$). For all states $x \in \mathcal{X}$, $f(x)$ is measurable and has non-zero measure, i.e., $\forall x \in \mathcal{X} \mu(f(x)) > 0$.

Assumption 2 (Lipschitz Continuity of $f$). There exists a Lipschitz constant $K > 0$ such that for any two states $x, y \in \mathcal{X}$, $d_H(f(x), f(y)) \leq K \|x - y\|$. A reachable set $A \subseteq \mathcal{Y}$ is said to be m-rectifiable if there exists a Lipschitz map $g : \mathbb{R}^m \to \mathcal{Y}$ onto $\mathcal{Y}$ [19, Definition 3.2.14]. Less formally, rectifiability of $A$ implies that $A$ enjoys many of the properties shared by smooth manifolds and that $A$ is in a sense a piece-wise smooth set.

Assumption 3 (Properties of $F$). For all subsets $\mathcal{X}' \subseteq \mathcal{X} \subseteq \mathbb{R}^d$, $F(\mathcal{X}')$ is compact and for any $\delta \geq 0$, the $\delta$-fattening of $F(\mathcal{X}')$, $F(\mathcal{X}')_{\delta}$, is a $(d - 1)$-rectifiable set.

Assumption 1 ensures that $f$ maps to reachable sets that have strictly positive volume. Assumption 2 guarantees that similar initial states have similar reachable sets. Finally, Assumption 3 rules out pathological problem instances, where the reachable sets may have arbitrarily large surface areas, e.g., fractals. We note that these assumptions generally hold in practical settings. In particular, dynamical systems in real-world scenarios often exhibit these kind of properties.

We will leverage properties of coverings and packings with respect to the Euclidean norm in our analysis. For $\delta > 0$, a $d$-dimensional space $A$ defining the metric space $(A, \| \cdot \|)$, a set $C = \{c_1, \ldots, c_N\} \subseteq B$ is said to be a $\delta$-covering of $B \subset A$ if for all $b \in B$, there exists $c \in C$ such that $\|b - c\| \leq \delta$. The covering number of $B$, $N(B, \delta)$, is defined as the minimum cardinality of a $\delta$-covering of $B$ [35]. Under the same setting as before, $D = \{d_1, \ldots, d_M\} \subseteq B$ is a $\delta$-packing for $B$ if $\min_{i,j \in [M], i \neq j} \|d_i - d_j\| > \delta$. The packing number of $B$, $M(B, \delta)$ is defined as the maximum cardinality of a $\delta$-packing of $B$ [35]. We present the following standard results in covering and packing numbers for completeness.

Theorem 1 ([35, Theorem 14.2]). For $\delta > 0$, $\mathcal{X} \subseteq \mathbb{R}^d$, and $C = \frac{\pi^{d/2}}{\Gamma(d/2 + 1)}$ the following holds:

$$\left(\frac{1}{\delta}\right)^d \frac{\mu(\mathcal{X})}{C} \leq N(\mathcal{X}, \delta) \leq M(\mathcal{X}, \delta) \leq \left(\frac{2\Delta(\mathcal{X})}{\delta} + 1\right)^d,$$

where $\Delta(\mathcal{X}) = \max_{x,y \in \mathcal{X}} \|x - y\|$ and $\Gamma(\cdot)$ is the Euler gamma function [15].

Note that in order for a $\delta$-packing for the set $\mathcal{X} \subseteq \mathbb{R}^d$ to be non-trivial, i.e., contain at least two points, it must be the case that $\delta \leq \Delta(\mathcal{X})$. Since, if $\delta > \Delta(\mathcal{X})$, there cannot exist more than one point in the packing by definition of $\Delta(\mathcal{X}) = \max_{x,y \in \mathcal{X}} \|x - y\|$. Therefore, we henceforth will assume that we are interested in generating non-trivial packings with parameter $\delta \in (0, \Delta(\mathcal{X}))$. Our first lemma bounds the size of the points generated by GREEDYPACK (Alg. 1).

Lemma 2. Given a compact set $\mathcal{X} \subseteq \mathbb{R}^d$ and $\delta \in (0, \Delta(\mathcal{X}))$, GREEDYPACK (Alg. 1) generates a packing for $\mathcal{X}$, $\mathcal{S}$, such that

$$\left(\frac{1}{\delta}\right)^d \frac{\mu(\mathcal{X})}{C} \leq |\mathcal{S}| \leq \left(\frac{3\Delta(\mathcal{X})}{\delta}\right)^d,$$

where $\Delta(\mathcal{X})$ and $C$ are defined as in Theorem 1.

Proof: By the termination condition of GREEDYPACK, we have the negation of the following statement $\exists x \in \mathcal{X} \forall y \in \mathcal{S} \left(\|x - y\| \not> \delta, \text{which is } \forall x \in \mathcal{X} \exists y \in \mathcal{S} \left(\|x - y\| \not> \delta, \text{ which implies that upon termination of the algorithm, } \mathcal{S} \text{ is an } \delta \text{-covering of } \mathcal{X} \right. \right)$.

Invoking Theorem 1, we have

$$|\mathcal{S}| \geq N(\mathcal{X}, \delta) \geq \left(\frac{1}{\delta}\right)^d \frac{\mu(\mathcal{X})}{C}.$$

The upper bound follows by the upper bound on $M(\mathcal{X}, \delta)$ from Theorem 1 and the inequality $\delta \leq \Delta(\mathcal{X})$.

B. Analysis of Algorithms 2 and 3

For a non-empty, compact set $A \subseteq \mathbb{R}^d$, the Minkowski Content of $A$, denoted by $\lambda(\partial A)$, is defined by the Minkowski-Steiner formula [19]:

$$\lambda(\partial A) = \lim_{\delta \to 0} \inf \frac{\mu(A_{\delta}) - \mu(A)}{\delta}.$$ (2)

We note that for sufficiently regular sets $A$, $\lambda(\partial A)$ corresponds to the surface area of $A$ [19]. In the subsequent lemma, we establish a technical inequality that will later be used to establish the relationship between the volume of $\delta$-fattennings.
Lemma 3. Let $A \subset \mathbb{R}^d$ be a non-empty compact set with finite diameter and let $\delta \in (0, \Delta(\mathcal{X}))$. If $\mu(A) > 0$ and the $\delta$-fattening of $A$, $A_{\delta}$, is $(d-1)$-rectifiable for all $\delta \in (0, \Delta(\mathcal{X}))$, then there exists a finite universal constant $c \geq 1$:

$$c = \max\{ M/(d\mu(B_1(\cdot))^{1/d}), 1 \} < \infty,$$

where $M > 0$ is a finite constant independent of $\delta$ and $A$, such that

$$\frac{\lambda(A_{\delta})}{\mu(A_{\delta})^{(d-1)/d}} \leq \frac{c \lambda(A)}{\mu(A)^{(d-1)/d}},$$

where $c$ is independent of $\delta$ and $A$, and $\lambda(A)$ is the Minkowski Content as defined in (2).

The following Lemma quantifies the relationship between $\mu(A)$ and $\mu(A_{\delta})$.

Lemma 4. Consider any finite, strictly positive $\delta$ and a non-empty, compact set $A \subset \mathbb{R}^d$ such that $\mu(A) > 0$ and its $\delta$-fattening, $A_{\delta}$, is a $(d-1)$-rectifiable set for all $\delta \geq 0$. Then,

$$\mu(A_{\delta}) \leq \left( 1 + \frac{c \lambda(A)}{\mu(A)^d} \right)^d \mu(A),$$

where $c \geq 1$ is the universal constant from Lemma 3, and $\lambda(A)$ is the Minkowski Content as defined in (2).

Proof: Define the function $g : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ such that $g(x) = (\mu(A_{x})/\mu(A))^{1/d}$, and let $h(\delta) : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ be the function defining the Minkowski Content $h(\delta) = \frac{\mu(A_{\delta})}{\mu(A)^d}$. Observe that since $A_{\delta}$ is a $(d-1)$-rectifiable set we have that the limit inferior of the expression in (2) is equivalent to its limit superior [19, Theorem 3.2.39], and thus the traditional limit exists:

$$\lim_{\delta \to 0} h(\delta) = \lim_{\delta \to 0} h(\delta).$$

Let $\epsilon > 0$ and define $\lambda' = \lambda(A) + \epsilon > \lambda(A)$. By definition of $\lim_{\delta \to 0} h(\delta)$, there exists an open interval defined by a constant (as a function of $\epsilon$), $\xi(\epsilon) > 0$ such that for all $\delta' \in (0, \xi(\epsilon))$, $|h(\delta') - \lambda(A)| < \epsilon$. This implies that $h(\delta') < \lambda(A) + \epsilon$ and thus by definition of $h(\delta')$, we have for all $\delta' \in (0, \xi(\epsilon))$

$$\mu(A_{\delta'}) < \mu(A) + \delta' (\lambda(A) + \epsilon) = \mu(A) + \delta' \lambda'.$$

Thus, for all $\delta' \in (0, \xi(\epsilon))$, we have

$$g(\delta') = \left( \frac{\mu(A_{\delta'})}{\mu(A)^d} \right)^{1/d} < \left( 1 + \frac{\delta' \lambda'}{\mu(A)^d} \right)^{1/d} \leq 1 + \frac{\delta' \lambda'}{\mu(A)^d},$$

where the second to last inequality follows by Bernoulli’s inequality and the last inequality follows by the fact that $c \geq 1$. The inequality (4) implies that if $\delta \in [\xi(\epsilon), \Delta(\mathcal{X})]$, then the inequality trivially holds and we are done. Therefore, we next consider the case where $\delta \in [\xi(\epsilon), \Delta(\mathcal{X})]$. Differentiating $g(\delta')$ with respect to $\delta'$ yields:

$$\frac{d g(\delta')}{d\delta'} = \frac{1}{\mu(A)^{1/d}} \frac{d \mu(A_{\delta'})}{d\delta'} \left( \frac{\lambda'(A_{\delta'})}{\mu(A_{\delta'})^{(d-1)/d}} \right).$$

where we used the $(d-1)$-rectifiability of $A_{\delta'}$ to replace the limit with the Minkowski Content, since the limit is ensured to exist. Moreover, note that

$$\frac{d}{d\delta'} \left( 1 + \frac{c \lambda'(A)}{\mu(A)^d} \right) = \frac{c \lambda'(A)}{\mu(A)^d} \geq \frac{\lambda(A)}{\mu(A)^d} \geq \frac{\lambda(A_{\delta'})}{\mu(A_{\delta'})^{(d-1)/d}} = \frac{d g(\delta')}{d\delta'},$$

where the inequality follows from Lemma 3.

Thus, we have that for all $\delta' \in (0, \Delta(\mathcal{X}))$, $g(\delta')$ grows not faster than does the expression on the right-hand side of the inequality in (4). This observation combined with the fact that the inequality holds for all values of $\delta' \in (0, \xi(\epsilon))$ implies that for all $\delta' \in (0, \Delta(\mathcal{X}))$, inequality (4) holds and thus we have also have for the originally specified $\delta$ that $g(\delta) \leq 1 + \frac{c \lambda'(A)}{\mu(A)^d}$. Finally, taking the limit of both sides of this inequality yields

$$g(\delta) = \lim_{\lambda' \to \lambda(A)} g(\delta) \leq \lim_{\lambda' \to \lambda(A)} \left( 1 + \frac{c \lambda'(A)}{\mu(A)^d} \right) = 1 + \frac{c \lambda'(A)}{\mu(A)^d}$$

and the lemma follows by definition of $g(\delta)$.

For our subsequent results, we assume that a $\delta$-packing for $\mathcal{X}$, $\mathcal{S} \subset \mathcal{X}$, is generated by GREEDYPACK (Alg. 1) for a predefined constant $\delta \in (0, \Delta(\mathcal{X}))$. We now employ Lemma 4 to establish the amount of overlap.

Lemma 5. For all $x \in \mathcal{S}$, it follows that

$$f(x) \subseteq F(B_{\delta}(x)) \subseteq f(x)_{\delta K},$$

where $f(x)_{\delta K}$ is the $(\delta K)$-fattening of $f(x)$, $\delta > 0$ is the constant used to construct $\mathcal{S}$, and $K$ is the Lipschitz constant from Assumption 2.

Proof: By definition of $B_{\delta}(x)$ and by Assumption 2, it follows that for all $y \in B_{\delta}(x)$,

$$d_H(f(x), f(y)) \leq K \|x - y\| \leq K \delta.$$

We have that $x \in B_{\delta}(x)$, $f(x) \subseteq F(B_{\delta}(x))$, and $f(x)$ is compact. Moreover for all $f(y)$, $y \in B_{\delta}(x)$, $f(y)$ is also compact. Thus, it follows by definition of Hausdorff distance that the $(\delta K)$-fattening of $f(x)$, $f(x)_{\delta K}$ fully contains $f(y)$, i.e., $f(y) \subseteq f(x)_{\delta K}$. Since this holds for all $y \in B_{\delta}(x)$, we have by definition of Hausdorff distance

$$d_H(f(x), \cup_{y \in B_{\delta}(x)} f(y)) = d_H(f(x), F(B_{\delta}(x))) \leq \delta K.$$

The lemma then follows by definition of Hausdorff distance in terms of $(\delta K)$-fattenings.
Lemma 6. Suppose that the set \( S \subseteq X \subseteq \mathbb{R}^d \) is constructed as previously described. Then, it follows that for all \( x \in S \)
\[
F(X) = \bigcup_{x \in S} F(B_d(x)) \subseteq \bigcup_{x \in S} F(x) \cup S = F(S) \cup S,
\]
where \( f(x) \cup S \) is the \((\delta K)\)-fattening of \( f(x) \), \( F(S) \cup S \) is the \((\delta K)\)-fattening of \( F(S) \), \( \delta > 0 \) is the constant used to construct \( S \), and \( K \) is the Lipschitz constant from Assumption 2.

Proof: Observe that since \( S \) is a \( \delta \)-covering of \( X \), it follows that union of \(|S| \) balls of radius \( \delta \) centered at each of points of \( x \in S \) forms a superset of \( X \). Recall by definition of the reachability function, \( \forall x \notin X \), \( f(x) = \emptyset \). This enables us to conveniently deal with evaluation of points outside the domain of initial states, \( X \).

Now, consider \( F(X) \) and note that by definition of \( F \) on input outside the domain of \( X \), we have
\[
F(X) = F \left( \bigcup_{x \in S} \bigcup_{y \in B_d(x)} y \right) = \bigcup_{x \in S} F(B_d(x)).
\]
By Lemma 5, it follows that for any arbitrary \( x \in S \), \( F(B_d(x)) \subseteq f(x) \cup S \). Taking the union over all \( x \in S \) on both sides, we obtain \( \bigcup_{x \in S} F(B_d(x)) = \bigcup_{x \in S} F(x) \cup S \), and the lemma follows from the fact that \( \bigcup_{x \in S} f(x) \cup S = F(S) \cup S \).

Theorem 7. Given any \( \varepsilon \in (0, 1) \) consider the \( \delta \)-packing of \( X \), \( S \subseteq X \subseteq \mathbb{R}^d \), generated by GreedyPack (Alg. 1) with parameter \( \delta > 0 \) satisfying
\[
\delta \leq \frac{d((1-\varepsilon)^{-1/4} - 1)}{Kc},
\]
where \( \alpha = \sup_{x \in X} \frac{\lambda(\theta(f(X)))}{\mu(f(X))} < \infty \), and \( c \) is the universal constant from Lemma 3: \( c = \max \{ M/\mu(B_1(\cdot))^{1/4}, 1 \} \). Then, \( S \) solves the approximate reachability problem defined by (1), i.e., \((1-\varepsilon)\mu(F(X)) \leq \mu(F(S)) \leq \mu(F(X)) \).

The following corollary follows immediately from the theorem established above.

Corollary 8. Given a set of initial states \( X \subseteq \mathbb{R}^d \) and \( \varepsilon \in (0, 1) \), ApproximateReachability (Alg. 2) generates a reachable set \( \hat{F}_S \) such that \( \mu(\hat{F}_S) \geq (1 - \varepsilon)\mu(F(S)) \).

Corollary 9. For all \( \varepsilon \in (0, 1) \), the reachability problem defined by (1) can be solved by a \( \delta \)-packing, \( S \subseteq X \) of size at most \(|S| \leq (3\alpha K \Delta(X) c/\varepsilon)^d \).

Let \( C \), \( C_\alpha \), \( C_K \), and \( C_c \) denote the computational complexity of approximating the system-specific constants \( \alpha \) (ratio of surface area to volume), \( K \) (Lipschitz constant), and \( c \) (universal constant from Lemma 3) respectively. Also let \( C_\varepsilon \) and \( C_f \) be upper bounds on the computational complexity of generating the \( \delta \)-packing \( S \) and evaluating \( f(x) \) for any \( x \in X \), respectively. Application of Corollary 9 yields the following theorem.

Theorem 10. Given a set of initial states \( X \subseteq \mathbb{R}^d \) and \( \varepsilon \in (0, 1) \), ApproximateReachability (Alg. 2) generates a reachable set \( \hat{F}_S \) such that \( \mu(\hat{F}_S) \geq (1 - \varepsilon)\mu(F(S)) \), in \( \mathcal{O}(C_\alpha + C_K + C_c + C_\varepsilon + (\alpha K \Delta(X) c/\varepsilon)^d C_f) \) time.

Define the sequence \((\hat{F}_i)_{i \in \mathbb{N}_+} \) such that for each \( i \in \mathbb{N}_+ \), \( F_i \) denotes the approximate reachable set \( \hat{F}_S \) generated at iteration \( i \) of Alg. 3, i.e., \( \hat{F}_i = \hat{F}_{S_i} \), where \( S_i \subseteq X \) is the packing generated at iteration \( i \).

Proposition 11. The AnytimeApproximateReachability algorithm (Alg. 3) is asymptotically-optimal, i.e., \( \lim_{n \to \infty} \mu(F_i) = \lim_{n \to \infty} \mu(\hat{F}_{S_i}) = \mu(F(X)) \).

VI. RESULTS

We apply our approximation algorithm to simulated scenarios with a diverse set of initial states (see Fig. 2), where the objective is to generate the reachable set of a unicycle model. We evaluate the performance of our algorithm and compare the generated reachable sets to the ground truth reachable set, which can be readily computed for a unicycle model [16]. We show that the theoretical guarantees hold and compare the performance of our algorithm with that of uniform sampling. We implemented our reachability algorithm in MATLAB. The simulations were conducted on a PC with a 2.60 GHz Intel i9-7980XE processor (single core) and 128 GB RAM.

A. Experimental Setup

We consider the reachable set \( F(\cdot) \) of a mobile robot described by the unicycle dynamics:
\[
\frac{d}{dt} \begin{pmatrix} x \\ y \\ \theta \end{pmatrix} = \begin{pmatrix} u_v \cos \theta \\ u_v \sin \theta \\ u_\omega \end{pmatrix},
\]
where \( x, y \in \mathbb{R} \) denote the position of the robot and \( \theta \in \mathbb{R} \) the orientation, and the control inputs \((u_v, u_\omega) \in U \subseteq \mathbb{R}^2 \) of the system are given by the speed and angular velocity, respectively. We are interested in the reachable set \( F(X) \), where \( X \subseteq \mathbb{R}^3 \) denotes the set of initial conditions for which we want to approximate the reachable set at a given time \( T \).

We note that the reachable set for a unicycle model with minimal turning radius \( \rho \) and velocity \( u_v \) is known [16, 30] and that the boundary of the set can be described by a set of curves consisting of straight segments (S) as well as left turns (L) and right turns (R) at the maximum turning radius. In particular, the reachable set consists of the curves RLR, LRL, RSR, RSL, RSL, and LSR. As an exemplary parametrization for these curves, we give the parametrization for the curve RSL:
\[
\begin{pmatrix} x_{RSL} \\ y_{RSL} \end{pmatrix} = \rho \begin{pmatrix} 2 \sin(\theta_1) + \theta_2 \cos(\theta_1) - \sin(\theta_1 - \theta_3) \\ -1 + 2 \cos(\theta_1) - \theta_2 \sin(\theta_1) - \cos(\theta_1 - \theta_3) \end{pmatrix},
\]
where \( \theta_1 = \frac{\pi}{2 \rho}, \forall i \in \{1, 2, 3\} \) and \( t_1 \) denotes the time in segment R, \( t_2 \) in segment S, and \( t_3 \) in segment L, respectively. Note that \( t_1 + t_2 + t_3 \leq T \), where \( T \) is the given time as before, and this solution can be shown to be extended for a range of velocities \( u_v \in [v_{min}, v_{max}] \), [30].

Using the unicycle model allows us to compare the algorithm to the ground truth reachable set in an exact manner.
Fig. 2: Left-to-right: Set of initial conditions and the resulting reachable set for the unit cube, dumbbell, lollipop, and hedgehog scenarios. We compare the reachable sets of uniform sampling, our algorithm, and the ground truth. The visualizations show that uniform sampling initial states performs poorly when the set of initial states has an uneven distribution of volume.

B. Evaluation of Computed Reachable Sets

We evaluated the performance of our algorithm and uniform sampling against a set of diverse initial states: (i) unit cube, (ii) dumbbell, (iii) lollipop, and (iv) hedgehog. To increase the efficiency of our implementation, we replaced the random construction of a $\delta$-covering by a grid construction. The terminal time $T$ was taken to be 1 second.

Fig. 2 depicts the projections onto $(x,y)$ of the four sets of considered initial conditions, the respective reachable sets computed by uniform sampling and our algorithm, and the ground truth sets. The visualizations of the computed reachable sets show that uniform sampling may be a reasonable approximation for convex sets such as the unit cube, but its performance suffers significantly when non-convex sets, with non-uniformly distributed volumes are considered, such as the dumbbell or lollipop. Unlike uniform sampling, our algorithm still generates highly accurate reachable sets when evaluated against scenarios with non-uniform and/or non-convex initial states, which underlines the significance of judiciously generating a structured set of points as is done by our algorithm. Similar scenarios might arise in real-world situations, where dynamic obstacles are present that constrain the reachable space to non-convex, irregular regions.
Fig. 4: The performance of the evaluated reachability analysis methods for the lollipop scenario (first column) and the hedgehog scenario (second column). The evaluated scenarios are shown in the third and fourth column of Fig. 2, respectively.

To quantify the quality of the generated reachable sets, we ran our algorithm and uniform sampling against each scenario and averaged the results over 10 trials. Fig. 3 depicts the performance of uniform sampling and our algorithm in computing approximate reachable sets for the unit cube and dumbbell scenarios. Our results indicate that our algorithm is capable of generating higher quality approximations of the reachable set with a fewer amount of samples when compared to uniform sampling. Fig. 4 shows the results of evaluation against the lollipop and hedgehog scenarios with respect to volumetric coverage of the reachable set and the computation time. Since the sets of initial states exhibit highly non-uniform distribution of volume and are non-convex, we once again observe the significant gap in performance of uniform sampling when compared to the quality of approximations generated by our algorithm.

We note that across all experiments, our theoretical bounds of volumetric coverage hold and that the computation time required by our algorithm is significantly less than that required by uniform sampling for the same approximation accuracy. In particular, we note that the computation time required to generate the reachable set of the sampled subset (δ-packing) is near real-time. Our algorithm’s favorable performance with respect to both approximation quality and computational efficiency on a wide variety of scenarios and non-convex initial states highlights its applicability to real-world motion planning and decision-making problems of autonomous systems.

VII. Conclusion

We presented a sampling-based approach to reachability analysis that imposes minimal assumptions and can be applied to a wide variety of systems. Our algorithm enables computational efficiency by computing the reachable set of a carefully constructed finite subset of initial states that provides a covering of the entire state space. We proved that our algorithm generates an approximation to the ground-truth reachable set that is approximately optimal up to any desired approximation accuracy.

Our favorable results in real-world inspired scenarios validate the favorable theoretical properties of our algorithm and demonstrate its applicability to a diverse set of reachability problems. We envision that our method can be used to conduct reachability analysis to facilitate decision-making and trajectory planning for autonomous agents in a wide variety of application including autonomous driving, parallel autonomy, and supervision of deep learning-based planning systems. In future work, we plan to extend our algorithm and analysis to obtain both under- and over-approximations of reachable sets with provable guarantees.
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