MQA: Answering the Question via Robotic Manipulation
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Abstract—In this paper, we propose a novel task, Manipulation Question Answering (MQA), where the robot performs manipulation actions to change the environment in order to answer a given question. To solve this problem, a framework consisting of a QA module and a manipulation module is proposed. For the QA module, we adopt the method for the Visual Question Answering (VQA) task. For the manipulation module, a Deep Q Network (DQN) model is designed to generate manipulation actions for the robot to interact with the environment. We consider the situation where the robot continuously manipulating objects inside a bin until the answer to the question is found. Besides, a novel dataset that contains a variety of object models, scenarios and corresponding question-answer pairs is established in a simulation environment. Extensive experiments have been conducted to validate the effectiveness of the proposed framework.

I. INTRODUCTION

People have long anticipated the day when humans can ask questions to an intelligent robot directly with natural language and the robot knows to interact with the environment to respond. Imagine there is a bin in your kitchen which contains a variety of items, and you would like to know how many cans are left in it so that you can decide whether some replenishment should be done. Then you call your assistant robot in the kitchen and ask “How many cans are there in the bin?” Having the question well understood, the robot starts to explore the bin, where all kinds of objects may be mixed together. As some cans may be occluded by some other objects and can not be seen directly, the robot has to generate a sequence of manipulation actions to change the current scenario in order to explore the bin thoroughly. As shown in Fig.1, the robot keeps exploring the bin until all possible areas are explored and then it is able to report the answer to the user.

Recently, the task of Question Answering (QA) has attracted increasing attention from many researchers worldwide. In the big family of QA research, the popular QA chatbot tries to communicate with humans by scraping the Internet or database to get the answer to the question [1]. One of the representative tasks among it is the Visual Question Answering (VQA) task [2][3][16][17], where the robot is required to have the ability to reason about the visual content in order to answer a question about the given visual input. As a step forward to realize the natural human-robot interaction, a much more challenging task, Visual Dialog, is proposed, where the robot needs to answer a coherent series of questions to the visual content [9][22]. However, they only try to answer the question passively from the visual input and the robot’s ability to move in the environment is ignored.

In the real-world environment, the perception should never be passive but an active process [4][7]. Considering the embodiment of intelligent agents, next emerges a body of work on Embodied Question Answering (EQA), where the mobile robot is able to actively explore the environment to find the answer to the question [10][11]. In the EQA task, the robot needs to understand the acquired visual information and perform a series of actions accordingly to actively explore the environment to answer the question. A most important characteristic of the EQA task is that the perception and action ability of the agent are combined together. Additionally, under the large scope of EQA, Gordon et al. propose an Interactive Question Answering (IQA) task [14], which points out that besides merely navigating the environment, the robot should also be able to execute some interactive actions based on the object’s affordance, such as opening the door of the refrigerator to better find the answer to the question. But they are limited
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to some simple standard actions, and lack of manipulation.

In the real world environment, it is far more complex and highly unstructured. For example, in the cluttered scene, a target object may be occluded by other objects, which results in an even higher requirement on the robotic manipulation ability. To tackle this problem, we propose a novel task of Manipulation Question Answering (MQA), where the robot is required to find the answer by performing manipulation actions to actively explore the environment, rather than simply doing some predefined actions for the interaction. A comprehensive comparison of VQA, EQA, IQA, and the proposed MQA tasks is illustrated in TABLE I. It can be seen that the VQA task only requires the agent to have the ability to understand the environment. Comparing to VQA task, the EQA task makes a big improvement by further leveraging the embodiment ability of the agent. The agent needs to explore the environment to find the answer. IQA task is an extension of the EQA task which also allows the interaction with the environment. And the proposed MQA contains all the characteristics of aforementioned tasks. Additionally, in the MQA task, the agent can perform manipulation actions to change the environment in order to answer the given question.

Meanwhile, the MQA task we proposed poses several new challenges. First, the robot is expected to perform manipulation actions to change the environment in order to find the answer, instead of merely referencing the static environment. And then, a new set of metrics is required to evaluate this new task as currently available research lacks quantitative accuracy metrics and benchmarks for the proposed task. Besides, there is no existing dataset suitable for our MQA task.

In response to these challenges, we proposed a framework that integrates a QA module and a manipulation module to accomplish the newly defined MQA task. The contributions of this paper can be summarized as follows:

- We formulate a novel Manipulation Question Answering (MQA) task and a solution framework is built to solve it.
- We design a Deep Q Network (DQN) for the robot to effectively generate manipulations for the MQA task.
- We build a novel MQA dataset including a variety of object models, bin scenarios and question-answer pairs.
- A corresponding benchmark is also established.

The organization of this paper is as follows. The related work is introduced in Section II. We describe the MQA task in Section III. Section IV includes the establishment of the MQA dataset and its analysis. The proposed MQA framework is presented in Section V. Experimental results and analysis are demonstrated in Section VI. Finally, we come to the conclusion of the paper.

### II. RELATED WORK

#### A. Robotic QA Application

With the improvement of the robot’s ability to perceive the environment, it has become a new trend to use robots to assist QA tasks. For example, the visual system of the robot is able to obtain much semantic information of the captured visual information, which provides additional clues for the questioning answering task. Additionally, the robot’s motion ability brings the flexibility to move around, which makes the robotic QA task more meaningful in practical scenarios. Tan et al. use several agents to move around jointly in interactive environments to answer a question [27]. In [15], an educational robot system of VQA is proposed. The robot can detect objects in the scene and then generate relevant questions to ask the children. Considering the practical implementation of the VQA model, Sejnova et al. [25] investigate the optimal viewpoint selection problem to maximize the performance of VQA model in real world. In [23], a robotic visual reasoning benchmark which concludes question-answer pairs and other semantic information is also established to facilitate robotic applications. Actually, the type of robotic QA task is not only a simple natural language processing task. It is supposed to combine the QA task, the action and perception ability of robot together, which is greatly more challenging than the normal QA task.

#### B. Robotic Manipulation in Clutter

The task of robotic manipulation in a cluttered environment has been investigated for decades [6][12][19][29], while most work tries to find proper grasping locations to grasp an object from clutter without any cognitive purposes. In [29], an affordance map is employed to generate a pixel-wise grasping point by analyzing the whole cluttered scene. Additionally, action primitives such as pushing and picking are cooperated to solve the problem of grasping an occluded object from a clutter [28]. In [8], a mechanical search policy is proposed to retrieve occluded target objects from cluttered bin using parallel grasping, suction grasping and pushing action primitives. The objective of current work mostly focuses on how to generate a good manipulation to grasp target objects from clutter. Recently, complex robotic tasks in unknown or unstructured environments tend to be the combining of perception, control, and cognition [21][20]. The objective of the proposed MQA task further involves a cognitive purpose, which require the robot to generate a sequence of manipulation actions to explore the environment and answer people’s questions.

#### C. Semantic Understanding in Robotic Manipulation

The semantic understanding of the environment plays a rather important role in the task of robotic manipulation, which is investigated by a lot of research work recently. Kenfack et al. propose a RobotVQA system, which can generate a semantic scene graph of the observed scenario. The robot can then resort to the scene graph to manipulate the object more efficiently [18]. In a canonical task, rearrangement, the robot is required to change a given environment to a specified state by manipulation given different sources of information such as
object poses, images, language description to understand the environment [5]. Tan et al. propose the new Embodied Scene Description problem, where the agent needs to find an optimal viewpoint in its environment for scene description tasks [26]. Additionally, Gandhi et al introduce the sound information for a richer environment understanding. The interaction between the sound and robotic action is investigated [13]. In the proposed MQA task, the robot is also required to have a semantic understanding of the environment. Meanwhile, the robot should well understand the question and thus perform manipulation actions to respond.

III. PROBLEM FORMULATION

In this section, we formally state the problem formulation of the MQA task. Given a question $q$, which is represented by a natural language sentence, and the state vector $s_t$ of the environment, where $t$ is the time instant, the task of MQA is to obtain a manipulation action

$$a_t = \mathcal{M}(s_t, q),$$

where $\mathcal{M}$ is the manipulation module that should be developed. This forces the state to become as

$$s_{t+1} = f(s_t, a_t),$$

where $f$ is the intrinsic dynamics of the environment.

The above procedure should be repeated until the stop action is triggered. Then the answer corresponding to the problem $q$ can be obtained as

$$\text{ans} = \mathcal{QA}(s_0, s_T, q),$$

where $T$ is the terminated time instant, $s_0$ is the initial state and $s_T$ is the terminal state. The QA model $\mathcal{QA}$ adopts the two states and the inquiry $q$ to generate the answer.

In this work, our task is to design the manipulation module $\mathcal{M}$ and the QA model $\mathcal{QA}$, and integrate them into a unified framework to realize the MQA. The challenge of the MQA task mainly lies in two aspects. One is that the robot is required to understand the semantic information of the given question and visual environment. The other is that a manipulation action sequence should be generated based on this high-level semantics to answer the question.

IV. MQA DATASET

As our task is newly proposed, there is no suitable off-the-shelf dataset for experiments. Therefore, we establish our own dataset for the MQA task. The MQA dataset is built under the V-REP [24] simulation environment, and it is composed of a variety of 3D object models, different scenes, and corresponding question-answer pairs for every scene (Fig.2). The established MQA dataset is designed with the explicit goal of training and testing how a robotic manipulator actively explores the environment with manipulation actions to find the answer to the given question. The dataset is already released and publicly available.

A. Simulation Environment

In the MQA task, the robotic manipulator needs to perform manipulation actions to change the environment in order to answer the question. Considering the situation that the real robotic platform is usually subjected to restricted experimental environment, it is thus not scalable to the unstructured real environment. Additionally, it is very costly and unsafe to train learning algorithms that require thousands of iterations with the real robot. Therefore, we resort to the V-REP robotic simulator, which provides satisfying realistic visual renderings and an accurate physics engine (bullet engine) to generate the large-scale MQA dataset.

We consider the bin scenario, where selected objects are placed in the bin randomly. A UR5 robotic manipulator with a gripper is placed in front of the bin to perform manipulation actions. The visual information of the scene is captured with a Kinect camera, which is fixed on the top of the bin.

B. 3D Objects

We select 20 classes of common objects (Fig.3), and 3 different instances are picked for each class. We try to make the size and color of these objects as diverse as possible. Some objects have relatively regular shapes, such as the box and cylinder, but some are very irregular, such as a gamepad.

![MQA dataset](image-url)
bringing challenges for the perception and manipulation. There are altogether 60 different instances in the dataset, and each instance is represented by its 3D-model and corresponding texture, which makes it look more real.

C. Scene Generation

The scenes are generated according to different difficulty levels. For each scene, we randomly select \( n \) objects from all 60 objects, where \( n \) is determined by the difficulty level of the scene. We define three difficulty levels, namely easy (\( n = 20 \)), medium (\( n = 35 \)) and hard (\( n = 50 \)) levels. To generate the scene, the objects are thrown into the bin randomly and the position of the object is recorded. Fig. 4 demonstrates some initial scenes regarding to different difficulty levels. We generate 100 initial scenes, among which 30 are of easy level, 30 are of medium level, and 40 are of hard level. It’s noted that these 100 initial scenes will be changed continuously during the manipulation process resulting in 100 scene series.

D. Question-Answer Pairs Generation

The types of questions are designed considering the bin scenario. Inspired by [10][14], the template-based method is used to generate questions. And four kinds of questions are considered in the dataset, namely COUNTING, EXISTENCE, SPATIAL, and LOGIC questions. The question templates are demonstrated in TABLE II. The \{OBJ\} can be replaced with specific object classes in Fig.3.

<table>
<thead>
<tr>
<th>Question Type</th>
<th>Template</th>
</tr>
</thead>
<tbody>
<tr>
<td>COUNTING</td>
<td>How many {OBJ} are there in the bin?</td>
</tr>
<tr>
<td>EXISTENCE</td>
<td>Is there a {OBJ} in the bin?</td>
</tr>
<tr>
<td>SPATIAL</td>
<td>Is there a {OBJ} under the {OBJ2}?</td>
</tr>
<tr>
<td>LOGIC</td>
<td>Is there a {OBJ1} and a {OBJ2} in the bin?</td>
</tr>
</tbody>
</table>

These generated questions cover a wide variety of situations, requiring different degrees of interaction between the robot and environment. For example, COUNTING questions would necessitate the robot having a memory, in order not to double count a query object. Besides, multiple manipulations may be required to answer EXISTENCE questions, as the robot has to actively explore the entire bin when the query object is not directly visible at first. SPATIAL questions require the robot to identify the spatial relationship between two objects.

Based on the templates, we generate very diverse and large amount of questions in the dataset. For each initial scene, 20 EXISTENCE questions, 20 COUNTING questions, 380 LOGIC questions and 380 SPATIAL questions are generated respectively. For training purpose, we randomly select 20 questions for each type. The answer to each question can be automatically generated from an oracle view in the simulator.

E. Dataset Analysis

The constructed MQA dataset is composed of 100 scene series, each of which consists of one initial scene, and multiple successive scenes. There are 20 question-answer pairs for each type of questions. Therefore, 2000 questions are generated for each question type. In the experiment, the training set accounts for 70% of the total data, and the test set accounts for 30% of the total data.

Among all COUNTING questions, the answers range from 0 to 3. We find the probability of 0, 1, 2 and 3 answers are close to each other, and the dataset of COUNTING questions is well balanced (Fig.5(a)). At the same time, for scenes of different difficulty levels, the answers presents different distribution (Fig.5(b)). In easy scenes, most of the answers are 0 and 1. In medium scenes, most of the answers are 1 and 2. In hard scenes, most of the answers are 2 and 3. This is consistent with practical situation. As the more complex the scene is, the more objects there are. And it is more likely that objects are occluded by each other, bringing challenges to answer COUNTING questions.

For other types of questions, among EXISTENCE questions, we set the possibility of answer “Yes” to be greater than that of “No” in our dataset. This is because we consider that in reality, when asking EXISTENCE question, we often believe that there are books in the bin. This unbalanced distribution of answers makes it difficult to solve the EXISTENCE questions. Among SPATIAL questions, although we have a cluttered scene, due to the large number of object pairs in total, the “Yes” answers only occupy a small ratio. Among LOGIC questions, the situation is similar to EXISTENCE questions, while we have more “No” answer than it is in the EXISTENCE questions. It is because that the requirements for LOGIC questions are more strict.

V. MQA MODEL

The proposed MQA system is mainly composed of two parts, manipulation module and QA module. An overview of the workflow is demonstrated in Fig.6. When a new MQA task starts, the manipulation module will be activated first. The manipulation module will take the RGBD images of the scene and the question as input and output manipulation actions. The agent explores the environment until the question can be answered. The manipulation module decides when to stop exploring. Then, the QA module will give an answer based on the initial scene, the final scene and the question.
A. Manipulation Module

As demonstrated in Fig.7, the proposed manipulation module is composed of three parts, namely the visual encoding part, the question encoding part and the action generation part. A DQN model is designed to generate manipulation actions. We will elaborate the state space, action space, and reward design as follows.

1) state space: Our state space is a continuous space that comes from two sources: RGBD images and question. The outputs of the visual encoding part and question encoding part are concatenated providing the current state. The state in our system has a size of $28 \times 28 \times 64$. In the visual encoding part, both the RGB and depth images of the scene are fed into the network in parallel. We use the Resnet101 architecture pretrained on the ImageNet dataset as the backbone of this part. The FC layer of the Resnet101 is replaced with a convolutional layer to output the feature map. The obtained feature map has a size of $28 \times 28 \times 32$, where each point represents an area in the RGB image. For the question encoding part, we use a 2-layer LSTM network to encode the given question. It is because LSTM is suitable for encoding natural language and it can be generalized to handle different types of questions.

2) action space: We use pushing actions for the robot to manipulate objects in the scene. We define 9 specific pushing actions on each location, the robot can choose to push the object from 8 directions with a fixed distance or to stop manipulation. We use $O_i = i \times 45^\circ (i = 0, 1, 2, ..., 7)$ to represent 8 directions, and the push distance is 1/4 size of the image width.

3) reward design: A Q-value heatmap obtained from action generation part is used to design the reward for network updating. In order to make the model learn manipulation actions more efficiently, we design the reward of DQN model according to different conditions.

Firstly, we define the overlap rate $\chi$ of an object.

$$\chi = \frac{1 - A_t}{A_t} \tag{1}$$

where $O$ is the overlap rate, $A_t$ is the complete projected area of the object on the RGB image plane and $A_s$ is the projected area of the same object part that can be seen.

We design the reward based on the complexity of the scene. The more simple the scene is, the more easy it is to answer the question. In this paper, we take the COUNTING question as an example. We consider that the COUNTING question is most likely to be answered correctly when both all queried objects in questions can be seen in the scene and with an overlap rate of at most 0.2, which is supposed to be a simple scene. If the scene doesn’t meet this requirement, the model will get a reward of $-1$ for doing harmful to the question answering task. Otherwise, the model will get a reward of 1.

If the manipulation model still outputs the push manipulation when the scene is simple enough, the model will receive a reward of 0 for outputting redundant manipulation. If the model outputs the push manipulation when the scene is not simple enough for question answering, the model will get a reward composed of two parts: $R_e$ denoting the reward for exploring the environment and $R_q$ denoting the reward for answering the questions. The total reward is equal to the weighted sum of the two parts (Eq.(2)). The weight changes with time. At the beginning, the weight $\beta$ of the $R_e$ is 1. Because it is difficult to directly learn the manipulation that is beneficial to question answering in the initial stage, it is necessary to let the model learn to explore the environment first. With the increase of training times of DQN, $\beta$ decreases, and the model is supposed to learn exploration manipulations which are beneficial for question answering.

$$Reward = \beta R_e + (1 - \beta) R_q \tag{2}$$

where $\beta$ is defined as

$$\beta = \begin{cases} 1 - 0.5 \frac{S_n}{T} & S_n \leq T \\ 0.5 & S_n > T \end{cases} \tag{3}$$

where $S_n$ is the step numbers of DQN during training, $T$ is the half size of replay memory.

$R_e$ is defined according to the following steps: $p_1, p_2, \ldots, p_n$ denote positions of objects in the scene. Positions will be updated to $p'_1, p'_2, \ldots, p'_n$ after a manipulation action is implemented. Then $R_e$ is defined as:

$$R_e = \max \left( \left| \frac{p_i - p'_i}{|p_i|} \right|, i = 1, 2, 3, \ldots, n \right) \tag{4}$$

For $R_q$, since there may be more than one target object in the scene, it is designed to have two parts: global part $R_g$ and local part $R_l$. We consider objects of the target category which is the object category mentioned in the question. Suppose there are $m$ objects of target category in the scene ($m = 0$ means that the scene is simple enough and no target object is in it),
Fig. 7. The architecture of the proposed manipulation module

$(\chi_1, \chi_2, \ldots, \chi_m)$ is the overlap rate of these $m$ objects of target category, $(\chi'_1, \chi'_2, \ldots, \chi'_m)$ is the overlap rate of them after a manipulation action is implemented. $R_g$ is the rate of change of average overlap rate of all objects:

$$R_g = \frac{\chi_a - \chi'_a}{\chi_a}, \text{where} \quad \chi_a = \frac{\sum_{i=1}^{m} \chi_i}{m}, \chi'_a = \frac{\sum_{i=1}^{m} \chi'_i}{m} \quad (5)$$

As for $R_l$, we pay attention to a single object. And we focus on the most occluded object. Because the most occluded object is most difficult to be detected by the algorithm, which is likely to lead to wrong results.

$$R_l = \frac{\max(\chi_1, \chi_2, \ldots, \chi_m) - \max(\chi'_1, \chi'_2, \ldots, \chi'_m)}{\max(\chi_1, \chi_2, \ldots, \chi_m)} \quad (6)$$

Therefore, $R_q$ can be represented by the weighted sum of $R_g$ and $R_l$, and we will study the influence of $R_g$ and $R_l$ respectively in Section VI-B.

B. Question Answering Model

We use the VQA model in [10] for the question answering model. The question answering model will be executed when a stop action is generated by the manipulation module or a maximum number of manipulation steps is achieved. We denote the RGB image before manipulations as $I_{start}$ and the RGB image after manipulations as $I_{stop}$. As shown in Fig. 8, these two images are encoded by convolutionary networks, and the question is encoded by a 2-layer LSTM network. The image-question similarity between the question and the two images will be calculated as attention weights to fuse the two image features. Then, the attention-weighted image features combined with question encoding are passed through a softmax classifier to predict the answer.

VI. EXPERIMENTS

A. Evaluation of MQA System

In this section, we evaluate the performance of the MQA system. The COUNTING question is specifically selected to solve. The MQA system is evaluated on the test set which includes 30 initial scenes and corresponding question-answer pairs. As the proposed MQA task mainly emphasizes that agent must perform actions to answer a given question, we select a random algorithm, in which both the manipulation action and the number of manipulation are randomly selected as baseline.

For the proposed DQN model, we evaluate its performance with three types of reward design. The first system (DQN($R_g$)) is based on our DQN model trained on the reward design of $R_q = R_g$. The second system (DQN($R_l$)) is based on our DQN model trained on the reward design of $R_q = R_l$. The last
The performance of our MQA system. When the robot receives a question, it will perform a series of manipulation actions to simplify the scene for question answering. After the scene is simple enough for question answering, the robot will output an answer.

For the three DQN models, we pretrained them firstly for the manipulation policy learning, and then all the four MQA systems are trained for the answering accuracy improvement (for DQN models, the weights are fixed). Finally, we test the whole system on the COUNTING questions in the dataset. The results are shown in TABLE III, where we bold the highest accuracy of COUNTING task among the four methods.

**TABLE III**

<table>
<thead>
<tr>
<th>Method</th>
<th>Easy Scenes</th>
<th>Medium Scenes</th>
<th>Hard Scenes</th>
</tr>
</thead>
<tbody>
<tr>
<td>random</td>
<td>0.2771</td>
<td>0.3079</td>
<td>0.2735</td>
</tr>
<tr>
<td>DQN($R_g$)</td>
<td>0.4767</td>
<td>0.3939</td>
<td>0.3388</td>
</tr>
<tr>
<td>DQN($R_l$)</td>
<td>0.4458</td>
<td><strong>0.4242</strong></td>
<td><strong>0.5298</strong></td>
</tr>
<tr>
<td>DQN($R_g + R_l$)</td>
<td>0.4536</td>
<td>0.4130</td>
<td>0.3838</td>
</tr>
</tbody>
</table>

As demonstrated in TABLE III, the accuracy of our MQA system is sometimes less than half. However, compared with the results of counting question in similar tasks such as IQA and EQA, our performance is quite good. Actually, counting question is indeed the most difficult one for this kind of QA tasks. And these results can validate the effectiveness of our framework.

Examples of the experiment are shown in Fig.9. The robot is asked “How many scissors are there in the bin?” As is shown, there is no scissor can be seen at the initial scene. And then the robot performs manipulation actions to change the scene. After the robot explores the first area where scissors may be hidden, a pair of scissors is found. But the task is not finished, the exploration continues. After performing several manipulations, the robot finds another pair of scissors. Only when the robot has explored all suspicious areas that may hide scissors, the robot will give the answer. At last, the robot gives the answer “Two” after finishing the exploration.

**B. Ablation Studies on Reward**

In this section, we further perform the ablation studies on the reward design, the accuracy of MQA system with different manipulation policy is shown in TABLE III. All of the DQN models perform better than the random baseline in all scenes. DQN($R_l$) system performs best in general, while the DQN($R_g$) system performs worst among the three DQN systems, and the performance of DQN($R_g + R_l$) is between DQN($R_g$) and DQN($R_l$). It is because that the MQA task is a complex task which pays attention to a specific type of target object in the question and needs many steps to accomplish. For a single step, if the robot focuses on the whole scene, the scene will be changed as a whole and the target object will not receive specific attention. If the robot focuses on the target object and takes manipulate to change the scene step by step, the scene will be simplified more efficiently. In addition, we also note that DQN($R_g$) performs best in the easy scene. It is because the number of objects in easy scenes is small enough that the robot can focus on the whole scene to improve efficiency.

Then we analyze the reward obtained in the training process (Fig.10(a)) and testing process (Fig.10(b)) based on the three reward designs. It can be seen that the DQN model trained when $R_q = R_l$ or $R_q = R_g$ is likely to get larger reward both in the training and testing process. It is because that the goal of the two models is more specific, either simplifying the whole scene or simplifying the area near the most significant object. The reward obtained when the DQN model is trained
on $R_q = R_l$ is the largest both in training and testing process. Therefore, the manipulation policy learned when $R_q = R_l$ is not only the most effective in our task but also the easiest for model learning.

C. Failure Case Analysis

Although our model performs well in most situations in MQA task, there are still some failure cases. Comparing to our previous work [12], where the robotic manipulation is implemented to simplify the environment for object grasping, we have solved the problem of generating wrong stop manipulation by adding a reward $R_e$ for active exploration in our reward design. But we still cannot solve the problem of generating useless manipulation when the scene is not changed. As Fig.12 shows, when useless manipulation takes place, the state will not be changed and the robot will repeat to generate the useless manipulation. We can’t guarantee that all manipulations are useful although we have reduced the probability of this situation a lot.

The reason for this situation is that there is no recurrence mechanism in our model, which provides an important alternative for the COUNTING question answering task both for the manipulation module and question answering model. However, when we design our model, we find that if we use recurrence mechanism such as RNN to process a series of image sequences, the efficiency of the model will greatly drop as each picture in the sequence needs to be encoded by CNN. Overall, we would like to propose a lightweight baseline model for this newly proposed MQA task. Therefore, we only take use of the information of the initial image and the final image to improve the efficiency for the question answering task. In our future work, we would like to introduce the recurrence mechanism to the MQA system. For example, we can use LSTM or other algorithm based on RNN to remember the last manipulation taken to output more efficient and non-repetitive manipulations. Another potential improvement is that the question answering model is able to receive more complete information by the recurrence mechanism.

D. MQA Website

In order to better demonstrate the effectiveness of MQA task, we’ve developed an interactive MQA website which is composed of Scene Selection in the left panel, QA Interface in the middle panel, and Video Demonstration in the right panel. As shown in Fig.11, it demonstrates the overview of the website and the process of interacting with it.

To interact with the MQA website, the user can select a scene from the Scene Selection module in the first step, which contains 50 different scenes with different objects randomly placed in the bin. After selecting the scene, the scene can be visualized in the Video Demonstration module. In step 2, the user can ask the question from the option list in the QA Interface module. Given the question, the system begins to calculate and generate a sequence of actions for the manipulator. When the calculation is completed, the answer is demonstrated in the QA Interface module and it is also possible for the user to watch the process of the manipulation in the Video Demonstration module. The interactive MQA website can be reached at http://m-qa.acting-ai.com/.

VII. CONCLUSION

In this paper, we propose a novel task — Manipulation Question Answering (MQA), where the robot performs manipulation actions to change the environment in order to answer the given question. We have designed a MQA framework that is based on DQN and has specifically solved COUNTING questions. Additionally, a novel dataset that contains a variety of objects, scenes, and corresponding question-answer pairs is established. Extensive experiments have been conducted demonstrating that answering the question via robotic manipulation is highly effective in some practical scenarios. A corresponding benchmark is also established. For the future work, we will further work on other kinds of questions in our dataset and continuously improve the performance of the MQA system. At the same time, we will maintain the interactive MQA website to make it become an open MQA task testing platform.
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