ProxQP: Yet another Quadratic Programming Solver for Robotics and beyond
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Abstract—Quadratic programming (QP) has become a core modelling component in the modern engineering toolkit. This is particularly true for simulation, planning and control in robotics. Yet, modern numerical solvers have not reached the level of efficiency and reliability required in practical applications where speed, robustness, and accuracy are all necessary. In this work, we introduce a few variations of the well-established augmented Lagrangian method, specifically for solving QPs, which include heuristics for improving practical numerical performances. Those variants are embedded within an open-source software which includes an efficient C++ implementation, a modular API, as well as best-performing heuristics for our test-bed. Relying on this framework, we present a benchmark studying the practical performances of modern optimization solvers for convex QPs on generic and complex problems of the literature as well as on common robotic scenarios. This benchmark notably highlights that this approach outperforms modern solvers in terms of efficiency, accuracy and robustness for small to medium-sized problems, while remaining competitive for higher dimensions.

I. INTRODUCTION

Over the past decades, optimization has become an essential component of robotics and a key enabler to simplify and systematize the programming of complex robot movements. Nowadays, many robotic problems – ranging from simulation, control, planning and estimation – are framed as optimization problems. An important class of such optimization problems is that of convex quadratic problems, which allows dealing with, among others, friction-less unilateral contact modelling [34], constrained forward dynamics [3], inverse kinematics and dynamics for task control [8] [17] [22], and legged locomotion [42], to name a few. QPs are also commonly used also as subroutines for solving more complex problems as for instance in the context of constrained optimal control problems [23] [19] [41].

Formally, a QP corresponds to the minimization of a convex quadratic cost under some linear equality and inequality constraints. It is mathematically described as:

$$\min_{x \in \mathbb{R}^d} \frac{1}{2} x^T H x + g^T x$$

s.t. $$Ax = b, \quad Cx \leq u,$$

where $$H \in \mathbb{R}^{d \times d}$$ is a symmetric positive semi-definite matrix (notation $$H \in \mathbb{S}^d_+$$), $$A \in \mathbb{R}^{n_e \times d}$$, $$C \in \mathbb{R}^{n_i \times d}$$, $$b \in \mathbb{R}^{n_e}$$, and $$u \in \mathbb{R}^{n_i}$$. $$d$$ is the so-called problem dimension, while $$n_e$$ and $$n_i$$ are the numbers of equality and inequality constraints respectively. In many scenarios, QP instances have to be solved at very high-frequency (e.g., 1 kHz for inverse dynamics), under various levels of accuracy depending on the application, and potentially in relatively large dimension (e.g., model predictive control). Reliable, accurate, fast and numerically robust solvers are thus essential in modern robotic applications. Several methods and their associated solvers have been developed by the optimization community (e.g., qpOASES [9], Quadprog [12], OSQP [39], Gurobi [30], Mosek [28], BPMPD [26], IPOPT [44], OOQP [10], etc.). Interestingly, in the robotics community, Pandala et al. [31] have also proposed a dedicated solver based on off-the-shelf interior-point methods combined with adapted sparse routines, which has shown to operate efficiently for generating different gaits on quadrupedal robots.

To the best of our knowledge, there is currently no numerical QP solver meeting all the aforementioned requirements. In this work, we propose a new approach, based on the well-established augmented Lagrangian formalism [33] [18] [56], for solving generic QPs, and provide a corresponding efficient C++ implementation. In this approach, we notably propose to combine the bounded constraint Lagrangian (BCL) globalization strategy with a (primal-dual) proximal method of multipliers applied to (QP). These contributions pave the way towards more advanced numerical methods for dealing with complex optimization problems in robotics, with the ambition of significantly reducing the computational burden, increase the numerical robustness of the solver while also lowering the need of manual tuning of the underlying hyper-parameters. To validate our approach, we benchmark the new solver against against its state-of-the-art competitors on various problems ranging from randomly generated QPs to the hard Maros-Mészáros [24] QPs of the optimization literature, which includes classical robotic problems.

The paper is organized as follows. In Section II we review different commonly used methods for solving QPs. Section III defines the different notations, reviews the classic augmented Lagrangian techniques and introduces the proposed primal-dual method for solving QPs. The core aspects of the method are detailed in Section IV. The complete algorithm is depicted in Section V. Finally, we benchmark the new solver against the state-of-the-art in Section VI.
II. RELATED WORK

Generic constrained convex QPs are commonly solved with iterative (or indirect) methods. These methods are traditionally divided into two main families: (i) active-set methods, and (ii) penalization methods. When the problem contains no inequality constraint, direct methods can also be used, as solving the corresponding QP can be done directly by solving the corresponding (linear) Karush-Kuhn-Tucker (KKT) system \[29\].

Iterative methods of both families typically aim at solving a cascade of simpler intermediary optimization problems whose solutions tend to those of the original problem.

1) Active-set methods: This family of methods, developed in the 50s, aims at determining the set of active constraints at an optimal point of \((\text{QP})\), see, e.g., \[29\] Section 16.5] for an introduction. Once this set of active constraints is determined, the constrained QP can be solved directly by considering a QP with equality constraints only, and whose solution matches that of the original QP. Popular active set-based convex QP solvers include the open-source qpOASES \[9\], Quadprog \[12\], and the QPA module in the open source software GALAHAD \[13\].

On the negative side, active-set methods typically suffer from undesirable effects, such as “active-set cycling” \[29\] sections 13.5 and 16.5]. This kind of phenomenon might slow down the method when the QP at hand does not satisfy constraint qualification properties (such as the traditional “linear independence constraint qualification” (LICQ), see, e.g., \[29\] Definition 12.4]), that are sometimes hard to verify in practice and are often not met.

On the positive side, warm-start strategies can easily be incorporated within active-set methods. This is usually key for solving cascades of similar QPs, which is common in applications such as sequential quadratic programming (SQP) and model predictive control (MPC).

2) Penalization methods: This family of methods transform the original constrained problem into a sequence of problems with either no constraints or very simple ones (such as sign constraints on some variables). The new problems typically have objectives that consist in two terms: (i) the objective of the original problem, and (ii) a term for penalizing points not being feasible for the original problem. There are two very common types of penalization methods used in practice.

a) Interior-point methods: This family of penalization methods forces through a barrier function the sequence of intermediary optimization problems to have strictly feasible solutions with respect to the domain of the original problem; see, e.g., \[29\] Section 16.6] for an introduction. Primal-dual interior-point methods \[25\] \[43\] became popular in the 90s due to their good practical performances across a wide range of problems. Standard solvers using an interior-point method are commercial solvers Gurobi \[30\] and Mosek \[28\], closed-source BPMPD \[26\], open-source solver OOQP \[10\] and qpSWIFT \[31\].

Because of the homotopy-based structure of this family of methods, one of their main drawbacks is the difficulty to use them with warm-starting procedures, when solving a sequence of related QPs (e.g., within SQP or MPC settings).

b) Augmented Lagrangian-type methods: This family of methods is primarily based on the idea of Lagrangian relaxations with an additional quadratic penalization term (possibly piecewise) for encouraging feasibility of the iterate (see, e.g., \[29\] Section 17.3]). This kind of techniques emerged in the 70s through the works of Hestenes and Powell \[33\] \[18\] and then later with those of Rockafellar \[35\] which tightly emphasized their linked with the so-called “proximal-point method”. Indeed, augmented Lagrangian-type methods naturally arise by applying proximal-point methods on either the dual or saddle-point formulations to \((\text{QP})\), thereby offering the advantage of converging under relatively weak assumptions. Augmented Lagrangian-type methods also have the advantageous property of being able to exploit warm-start procedures. However, they might exhibit slow convergence behaviors in practice. Standard solvers based on augmented Lagrangians for solving QPs include the recent OSQP \[39\] (via an alternating direction method of multipliers) and QPALM \[16\].

III. PROXIMAL METHOD OF MULTIPLIERS FOR QUADRATIC PROGRAMMING

This section introduces the main contribution of the paper: a generic algorithm to solve QP problems of the form of \((\text{QP})\). We start by recalling the optimality conditions related to \((\text{QP})\).

Then, we review the notions of augmented Lagrangian and proximal-point algorithms in the simpler context of equality constrained QPs. These concepts are then adapted to properly handle QP problems composed of both equality and inequality constraints. We conclude this section with a few practical considerations for rendering the proposed approach numerically more stable and practically more efficient.

A. Optimality conditions

The Lagrangian \(\mathcal{L}\) associated to \((\text{QP})\) is defined by:
\[
\mathcal{L}(x, y, z) := \frac{1}{2} x^T H x + g^T x + y^T (Ax - b) + z^T (Cx - u),
\]
with \(x \in \mathbb{R}^d\), \(y \in \mathbb{R}^m\), \(z \in \mathbb{R}_+^n\). For linearly constrained convex optimization problems such as \((\text{QP})\), strong duality holds and the associated KKT conditions are necessary and sufficient for ensuring a primal-dual point \((x, y, z)\) to be optimal (see, e.g., \[1\] Section 5.2.3] and \[39\] Section 2, page 5] for more details). For \((\text{QP})\), the KKT system is given by the set of equations:

\[
\begin{align*}
H x + g + A^T y + C^T z &= 0, \\
A x - b &= 0, \\
C x &\leq u, \\
z \odot (C x - u) &= 0,
\end{align*}
\]

(KKT)

where \(\odot\) denotes the Hadamard product (i.e., for two vectors \(u, v \in \mathbb{R}^d\), \(u \odot v \in \mathbb{R}^d\) is the vector whose \(i\)th entry is \(u_i v_i\)).
accuracy \( \varepsilon_{abs} > 0 \) (dependent of the application), leading us to the following natural absolute “stopping criterion”:

\[
\begin{align*}
\|Hx + g + A^T y + CTz\|_\infty \leq \varepsilon_{abs}, \\
\|Ax - b\|_\infty \leq \varepsilon_{abs}, \\
\|Cz - u\|_\infty \leq \varepsilon_{abs}.
\end{align*}
\] (2)

The \( \ell_\infty \) norm is preferred to the \( \ell_2 \) norm as it is independent of the problem dimensions. It is also common to consider relative convergence criteria for early-stopping, as absolute targets might not be reached due to numerical issues \[39, 28, 30].

### B. Equality-constrained quadratic programs

In this section, we provide a high-level overview on the proximal method of multipliers (PMM), which is at the heart of our approach. PMM is closely related to the probably even more famous augmented Lagrangian method (ALM), which we review first in the context of equality-constrained QPs (i.e., when \( n_i = 0 \)).

#### a) Augmented Lagrangian: The ALM [36, Section 4]

The ALM [36, Equation 1.9], following the scheme:

\[
\begin{align*}
\phi_{k+1} &= \arg \min_{x, y} \mathcal{L}(x, y, 0) - \frac{\mu}{2} \|y - y^k\|_2^2, \\
y^{k+1} &= y^k + \frac{1}{\mu} (Ax^{k+1} - b),
\end{align*}
\] (3)

where \( \mu > 0 \) is a positive penalty parameter. The ALM alternates between the minimization of \( \mathcal{L}_A \) with respect to the primal variables \( x \) and a simple update rule for the dual variables \( y \):

\[
\begin{align*}
x^{k+1} &= \arg \min_x \mathcal{L}_A(x, y^k; \mu_e), \\
y^{k+1} &= y^k + \frac{1}{\mu_e} (Ax^{k+1} - b).
\end{align*}
\] (4)

Using the expression of \( \mathcal{L}_A \), one can obtain a more explicit expression for the iterations in the case of equality-constrained QPs:

\[
\begin{align*}
x^{k+1} &= - \left( H + \frac{1}{\mu_e} AT A \right)^{-1} [g + AT(y^k - \mu_e b)], \\
y^{k+1} &= y^k + \frac{1}{\mu_e} (Ax^{k+1} - b).
\end{align*}
\] (5)

At this stage, there are two conflicting goals to balance in this iterative process. First, the smaller the value of \( \mu_e \) the faster the convergence: indeed, \( \frac{1}{\mu_e} \) can be seen as a step-size of a proximal point method applied on the dual of the QP, as \[4\] can also be equivalently written as:

\[
y^{k+1} = \arg \max_y \min_x \mathcal{L}(x, y, 0) - \frac{\mu}{2} \|y - y^k\|_2^2,
\] (6)

(see [36, Section 4] for details), and the \( x^{k+1} \) update might be chosen as

\[
x^{k+1} \in \arg \min_x \mathcal{L}(x, y^{k+1}, 0) - \frac{\mu_e}{2} \|y^{k+1} - y^k\|_2^2.
\] (7)

Second, as \( \mu_e \) gets smaller, the conditioning of \( (H + \frac{1}{\mu_e} AT A) \) gets worse, thereby limiting the numerical applicability of the approach, particularly when the condition number of \( A \), thus the one of \( AT A \) (as \( \text{cond}(AT A) = \text{cond}(A)^2) \), is already potentially large \[29, Section 17.1\]. Such cases are typical in robotics, for instance in the context of kinematic singularity or redundant constraints, just to name a few.

#### b) Proximal method of multipliers: PMM is an alternative to ALM with an additional proximal term on the primal variables \[36, Equation 1.9\], following the scheme:

\[
\begin{align*}
x^{k+1} &= \arg \min_x \Phi(x), \\
y^{k+1} &= y^k + \frac{1}{\mu} (Ax^{k+1} - b),
\end{align*}
\] (8)

where \( \rho > 0 \) is an additional penalty parameter (\( \frac{1}{\rho} \) corresponds to a step-size for the primal proximal term). Explicit maximization with respect to the dual variable allows recovering a method similar in spirit with the ALM formulation \[4].

\[
\begin{align*}
\phi_{k+1} &= \arg \min_{x, y} \mathcal{L}_A(x, y; \mu_e) + \frac{\rho}{2} \|x - x^k\|_2^2, \\
y^{k+1} &= y^k + \frac{1}{\mu_e} (Ax^{k+1} - b),
\end{align*}
\] (9)

It is worth mentioning that this linear system involves a matrix that is always nonsingular thanks to the two regularization terms \( \frac{\rho}{2} \|x - x^k\|_2^2 \) and \( \frac{\mu}{2} \|y - y^k\|_2^2 \). In other words, the problem \[8\] is always well-defined in the iterative process. As a comparison, one can notice that the linear system depicting optimality conditions for ALM might be singular, encoding the fact that an acceptable \( x^{k+1} \) might not be unique in \( 7 \). As a consequence, intermediary computations involved in PMM are numerically more stable by construction. Yet, another advantageous feature of PMM is that it is guaranteed to converge to an optimal primal-dual pair \( (x^*, y^*) \) under relatively weak assumptions (existence of an optimal primal-dual pair with zero duality gap; see \[36, Theorem 7\]). Under similar weak assumptions (existence of an optimal dual solution; see \[36, Theorem 4\]), ALM is only guaranteed to converge on the dual variable \( y^k \rightarrow y^* \). It is also worth noticing that in the case of a QP involving only linear equality constraints, one iteration of either ALM or PMM can be cast as the solution of single linear system. We see in the next section that the situation changes markedly with inequalities.

### C. Inequality constrained quadratic programs

In the presence of inequality constraints in \( \mathbb{Q} \), a natural extension of \[8\] consists in iterating

\[
(x^{k+1}, y^{k+1}, z^{k+1}) = \arg \min \mathcal{L}(x, y, z) + \frac{\rho}{2} \|x - x^k\|_2^2 + \frac{\mu}{2} \|y - y^k\|_2^2 + \frac{\mu}{2} \|z - z^k\|_2^2.
\] (10)

By explicit maximization in \( y, z \), one can also reach an equivalent formulation in terms of

\[
\begin{align*}
x^{k+1} &= \arg \min_x \Phi(x), \\
y^{k+1} &= y^k + \frac{1}{\mu} (Ax^{k+1} - b), \\
z^{k+1} &= z^k + \frac{1}{\mu} (C(x^{k+1} - u)).
\end{align*}
\] (11)
where \([\cdot]_+\) stands for the (componentwise) nonnegative part, and where the PAL \(\Phi^k_p(x)\) is now defined using the augmented Lagrangian formulation for the problem involving inequalities \([36, Eqs. 1.4-1.5]\):

\[
\mathcal{L}_A(x, y, z; \mu_e, \mu_i) := \mathcal{L}(x, y, 0) + \frac{1}{2 \mu_e} \|Ax - b\|_2^2 + \frac{1}{2 \mu_i} \left(\|Cx - u + \mu_i z\|_2^2 - \|\mu_i z\|_2^2\right),
\]

\[
\Phi^k_p(x) := \mathcal{L}_A(x, y^k, z^k; \mu_e, \mu_i) + \frac{\mu_i}{2} \|x - x^k\|_2^2.
\]

One can note that this PAL is a piecewise quadratic function. When only equality constraints are involved in the QP, the PAL is a simple quadratic function, and the solution of the intermediary subproblems are obtained by solving a single linear system. The situation becomes a bit more subtle in the context of inequality constraints. For this reason, the practical algorithm that is proposed and investigated below is based on an approximate version of PMM (first proposed in \([36]\)):

\[
(x^{k+1}, y^{k+1}, z^{k+1}) \approx_{\epsilon^k} \arg \min_{x, y, z} \mathcal{L}(x, y, z) + \frac{\epsilon^k}{2} \|x - x^k\|_2^2 \quad \text{(15)}
\]

\[
- \frac{\mu^k_e}{2} \|y - y^k\|_2^2 - \frac{\mu^k_i}{2} \|z - z^k\|_2^2
\]

where \(\approx_{\epsilon^k}\) stands for requiring \((x^{k+1}, y^{k+1}, z^{k+1})\) to be an \(\epsilon^k\)-approximate solution to the intermediate saddle-point subproblem. We control the accuracy level of this approximation via the following condition:

\[
\|r^k(x^{k+1}, y^{k+1}, z^{k+1})\|_\infty \leq \epsilon^k, \quad \text{(16)}
\]

where \(r^k\) is some nonlinear operator gathering the KKT conditions for the saddle-point subproblem at iteration \(k\). In others words \(\|r^k(x, y, z)\|_\infty = 0 \iff (x, y, z)\) is the solution to (12). For more details on \(r^k\), see Section IV-B.

For going further, we must address two important remaining aspects: (i) choosing appropriate rules for setting \(\epsilon^k\) (large values for \(\epsilon^k\) will obviously not lead to convergence of this numerical method) and \(\mu^k_e\) and \(\mu^k_i\) (appropriate tuning of those step-size rules critically impacts the practical performance of the method); (ii) computing suitable triplets \((x^{k+1}, y^{k+1}, z^{k+1})\) satisfying (16) in an efficient way.

In the next section, we review the BCL strategy (originating from \([4]\)) for dealing with (i). This strategy is key in our practical implementation of the OP solver. The problem (ii) of finding suitable approximations for the proximal subproblems is handled in Section IV.

D. BCL globalization strategy

In this section, we explain our strategy for fixing the hyper-parameters of the solver (tolerance on subproblems \(\epsilon^k\), step-sizes \(\mu_e\) and \(\mu_i\)). We rely on BCL (see \([4]\) and \([29, Algorithm 17.4]\)) which has been proved to perform well in advanced optimization packages such as LANCELOT \([3]\) and also in robotics for solving constrained optimal control problems \([32,7,20]\). For solving QPs, we propose to rely on the combination of BCL with the proximal method of multipliers from Section III-C.

The main idea underlying BCL consists in updating the dual variables \(y^k\) and \(z^k\) obtained from (15) only when the corresponding primal infeasibility (denoted by \(\epsilon_{\text{ext}}^{k+1}\) hereafter) is small enough. More precisely, we use a second sequence of tolerances denoted by \(\epsilon_{\text{ext}}^k\) (which we also tune within the BCL strategy) and update the dual variables only when \(\epsilon_{\text{ext}}^{k+1} \leq \epsilon_{\text{ext}}^k\), where \(\epsilon_{\text{ext}}^{k+1}\) denotes the primal infeasibility as follows:

\[
\epsilon_{\text{ext}}^{k+1} := \max(\|Ax^{k+1} - b\|_\infty, \|Cx^{k+1} - u\|_\infty). \quad \text{(17)}
\]

It remains to explain how the BCL strategy chooses appropriate values for the hyper-parameters \(\epsilon^k\), \(\epsilon_{\text{ext}}^k\), \(\mu_e\) and \(\mu_i\). As for the update of the dual variables, it proceeds in two stages:

- **If** \(\epsilon_{\text{ext}}^{k+1} < \epsilon_{\text{ext}}^k\): the primal infeasibility is good enough, we thus keep the constraint penalization parameters as is.
- **Otherwise:** the primal infeasibility is too large, we thus increase quadratic penalizations terms on the constraints for the subsequent proximal subproblems (15).

Concerning the accuracy parameters \(\epsilon^k\) and \(\epsilon_{\text{ext}}^k\), the update rules are more technical and the motivation underlying those choices is to ensure global convergence: an geometric-decay type update when primal infeasibility is good enough, and see \([4, Lemma 4.1]\) for when the infeasibility is too large.

The detailed strategy is summarized in Algorithm I.

**Remark 1** (Global convergence). The BCL strategy \([4, Algorithm 1 and Algorithm 2]\) was originally developed using an augmented Lagrangian, as opposed to a proximal augmented Lagrangian in our case. As a consequence, some of the original convergence guarantees from \([4]\) do not hold anymore. For this reason, we introduced a safeguard parameter \(k_{\text{max}} \in \mathbb{N}\) enforcing the algorithm to ultimately always accept the candidates multipliers from the PMM updates (15). This simple trick allows to inherit some nice properties from PMM that include convergence under mild assumptions \([36, Theorem 4]\).

In the next section, we review the last missing piece in our approach: a method for approximately solving the intermediary proximal subproblems (15).

### IV. SOLVING THE PROXIMAL SUBPROBLEMS

For obtaining an approximate solution to (15), we introduce a primal-dual merit function, originating and extending Gill and Robinson’s primal-dual augmented Lagrangian (PDAL) \([11]\) to the case of inequality constraints. We show that associated semi-smooth Newton steps involve linear systems, whose structure is well-conditioned and similar to the one presented for the equality constrained case (10).

In the next subsections, we first review the classic primal PMM (IV-A), before providing details on the proposed primal-dual approach (IV-B).

A. A primal semi-smooth approach

One possible instantiation of (15)-(16) consists in maximizing the PAL analytically w.r.t. the dual variables \((y, z)\) and...
minimizing it approximately w.r.t. the primal variable $x$:
\[
\begin{align*}
x^{k+1} & \approx \arg\min_{x} \Phi^{k}_{\rho}(x), \\
y^{k+1} & = y^{k} + \frac{1}{\rho_{k}}(Ax^{k+1} - b), \\
z^{k+1} & = [z^{k} + \frac{1}{\rho_{k}}(Cx^{k+1} - u)]_{+},
\end{align*}
\]
where $z^{k}$ now stands for $x^{k+1}$ to be an $\epsilon^{k}$-approximate solution in the following sense:
\[
\|\nabla_{x} \Phi^{k}_{\rho}(x^{k+1})\|_{\infty} \leq \epsilon^{k}. \tag{19}
\]

The PAL function $\Phi^{k}_{\rho}$ is semi-smooth [27]. Hence its unique minimum can be found in finite time using a semi-smooth Newton method with exact line-search (see, e.g., convergence proof in [40] Theorem 3) and algorithm in [15] Section IV.C). Practically speaking, the semi-smooth Newton method is initialized at $\hat{x}^{(0)} := x^{k}$ and generates a sequence $\hat{x}^{(1)}, \hat{x}^{(2)}, \ldots$ via the update rule:
\[
\hat{x}^{(l+1)} = \hat{x}^{(l)} + \alpha^{*} dx,
\]
where the step-size $\alpha^{*}$ is computed via an exact line-search:
\[
\alpha^{*} := \arg\min_{\alpha \geq 0} \Phi^{k}_{\rho}(\hat{x}^{(l)} + \alpha dx), \tag{21}
\]
(note that $\alpha \rightarrow \Phi^{k}_{\rho}(\hat{x}^{(l)} + \alpha dx)$ is a continuous piecewise quadratic function with a finite number of breakpoints), and where $dx$ is found by solving a linear system of equations:
\[
\begin{bmatrix}
H + \rho I & A^{T} & C^{T} \left[I_{k}(\hat{x}^{(l)})\right] \\
A & -\mu_{e} I & 0 \\
C_{k}(\hat{x}^{(l)}) & 0 & -\mu_{I} I
\end{bmatrix}
\begin{bmatrix}
dx \\
dy \\
dz
\end{bmatrix}
= \begin{bmatrix}
-\nabla_{x} \Phi^{k}_{\rho}(\hat{x}^{(l)}) \\
0 \\
0
\end{bmatrix}, \tag{22}
\]
where $I_{k}(\hat{x}^{(l)}) := \{i \in [1, n_{i}] | C_{i} \hat{x}^{(l)} - u_{i} + z^{k}_{i}, \mu_{i} \geq 0\}$ refers to the active set of the current subproblem, and $C_{k}(\hat{x}^{(l)})$ corresponds to a reduced version of the matrix $C$ containing the active rows indexed by $I_{k}(\hat{x}^{(l)})$.

This iterative process is repeated until reaching the accuracy requirement (19), that is, as soon as $\|\nabla \Phi^{k}_{\rho}(\hat{x}^{(l)})\|_{\infty} \leq \epsilon^{k}$ it outputs $x^{k+1} \approx \hat{x}^{(l)}$ as an approximate solution.

One drawback of such strategy comes from the right hand side term $\nabla_{x} \Phi^{k}_{\rho}(x)$. Indeed, similarly to [5], $\nabla_{x} \Phi^{k}_{\rho}(x)$ gathers quadratics involving the constraint matrices $A$ and $C$, which ill-conditioning impact the whole accuracy in linear system (22). It can lead to numerical saturation effects with ill-conditioned problems when high precision is required. For this reason, we have decided to investigate other merit functions in order to solve better-conditioned linear systems. It leads to our primal-dual approach.

B. A primal-dual approach

In this section, we present a primal-dual approach to solve (15). We introduce a primal-dual merit function, originating and extending Gill and Robinson PDAL to the case of inequality constraints [11]. The associated semi-smooth Newton steps involve better-conditioned linear systems with a structure similar to the one presented in [10].

a) Optimality conditions: A triplet $(x, y, z)$ is a solution to (11) if and only if [6]:
\[
\left\{ \begin{array}{l}
Hx + g + \rho(x - x^{k}) + A^{T}y + CTz = 0, \\
\mu_{e}y - (Ax - b + \mu_{e}y^{k}) = 0, \\
\mu_{I}z - [Cx - u + \mu_{I}z^{k}]_{+} = 0.
\end{array} \right. \tag{23}
\]
Hence we define $r^{k}(x, y, z)$ as:
\[
r^{k}(x, y, z) := \left[ Hx + g + \rho(x - x^{k}) + A^{T}y + CTz \right] \\
\mu_{e}(Ax - b + \mu_{e}y^{k}) \\
\mu_{I}z - [Cx - u + \mu_{I}z^{k}]_{+} = 0.
\tag{24}
\]
Condition (25) correspond to KKT conditions for the following primal-dual merit function $M_{\mu, \rho}$:
\[
M_{\mu, \rho}(x, y, z) := \Phi^{k}_{\rho}(x) + \frac{1}{2\mu_{e}}\|Ax - b - \mu_{e}(y - y^{k})\|_{2}^{2} \\
+ \frac{1}{2\mu_{I}}\|Cx - u + \mu_{I}z + \mu_{I}z^{k}\|_{2}^{2}. \tag{25}
\]
This merit function is strictly convex and continuously differentiable. Hence, as for $\Phi^{k}_{\rho}$ in (IV-A), its unique minimum can be found in finite time using a semi-smooth Newton method with exact line-search [40] Theorem 3). Thanks to the equivalence between (23) and (25), $r^{k}$ can consequently be used as a suitable stopping criterion for measuring solution required inexactness:
\[
\|r^{k}(x^{k+1}, y^{k+1}, z^{k+1})\|_{\infty} \leq \epsilon^{k}. \tag{27}
\]

Remark 2. Gill and Robinson introduced a generalized PDAL function (11) $(x, y) \rightarrow G^{k}_{\mu, \rho}(x, y)$ for first tackling equality constrained problems. In the presence of inequalities, this PDAL function can be framed in its equality constrained form introducing a slack variable $s$ satisfying the new equality constraint:
\[
Cx - u - s = 0. \tag{28}
\]
The minimization of $G^{k}_{\mu, \rho}$ w.r.t. variables $x, y, z$ and $s$ commutes. Considering the problem structure and following ideas from [6], it can be shown that $s$ and $z$ can be directly deduced as functions of $x$ or $z$. Consequently, the ordering of variables used to minimize $G^{k}_{\mu, \rho}$ defines different merit functions which may inherit from useful features of $G_{\mu, \rho}$ in order to build an iterative procedure for solving (15). For example, minimizing $G^{k}_{\mu, \rho}$ w.r.t. the slack variable $s$ and re-injecting its optimal value $s$ (depending of $x$ and $z$) in the PDAL allows obtaining the merit function used in QPDO solver [6]. Another possibility, consists in minimizing $G^{k}_{\mu, \rho}$ w.r.t. $z, y$ and then to $s$.
and to re-inject all optimal values found (of which there are many). In the latter case one retrieves the PAL merit function introduced first by Rockafellar [30]. In the sequel, in order to get better conditioned linear systems, we decide to follow the same strategy but to relax optimal y and z values found, which leads to the new merit function $M_{p,p}$.

c) Primal-dual Newton semi-smooth steps: A semi-smooth Newton step applied to $M_{p,p}$, and initiated at $(\hat{x}^{(0)}, \hat{y}^{(0)}, \hat{z}^{(0)}) = (x^k, y^k, z^k)$ involves finding for $l \geq 0$ dw := $(dx, dy, dz)$ such that:

$$\nabla^2 M_{p,p}(\hat{x}^{(l)}, \hat{y}^{(l)}, \hat{z}^{(l)}) dw + \nabla M_{p,p}(\hat{x}^{(l)}, \hat{y}^{(l)}, \hat{z}^{(l)}) = 0,$$

where $\nabla^2 M_{p,p}(\hat{x}^{(l)}, \hat{y}^{(l)}, \hat{z}^{(l)})$ stands for an element of its generalized Hessian [35] section 23. It reads equivalently:

$$\begin{bmatrix}
H + \rho I + \frac{1}{\mu} A^T A + \frac{1}{\mu_i} (\hat{C}(l))^T \hat{C}(l) - A^T - (\hat{C}(l))^T A \mu_i I & 0 \\
- \hat{C}(l) & 0 & \mu_i I
\end{bmatrix}
\begin{bmatrix}
dx \\
\ dy \\
\ dz
\end{bmatrix}
= 
\begin{bmatrix}
- (\nabla \Phi I)(\hat{x}^{(l)}) + A^T (\frac{1}{\mu_i} (AZx - d) + y_k - \hat{g}(l)) \\
+ C^T (l) (C\hat{x}(l) - u) + z_k + - \hat{z}(l)
\end{bmatrix},
$$

(30)

where $I_k(x)$ is the active set of the current subproblem at $x$:

$$I_k(x) = \{i \in [1, n_i] | Cx - u + \mu_i z^k \geq 0\},$$

and $\hat{C}(l)$ is a short-hand for denoting the generalized Jacobian of $[Cx - u + \mu_i z^k]_+$ at $x$:

$$\hat{C}_i := \begin{cases} 
C_i & \text{if } (Cx - u + \mu_i z^k)_i \geq 0, \\
0 & \text{otherwise,}
\end{cases}$$

(32)

where $C_i$ denotes the $i$th row of $C$. Remarking that for inactive constraints, i.e., $i \notin I_k(\hat{x}^{(l)})$, we have:

$$dz_i = -(\hat{z}^{(l)})_i,$$

(33)

the linear system (30) can hence be equivalently formulated as:

$$\begin{bmatrix}
H + \rho I & A^T \\
A & \mu_i I
\end{bmatrix}
\begin{bmatrix}
C^T_{I_k(x^{(l)})} \\
\mu_i I_{I_k(x^{(l)})}
\end{bmatrix}
\begin{bmatrix}
dx \\
\ dy \\
\ dz_{I_k(x^{(l)})}
\end{bmatrix}
= 
\begin{bmatrix}
H\hat{x}^{(l)} + g + \rho (\hat{x}^{(l)} - x^k) + A^T \hat{g}(l) + C^T_{I_k(x^{(l)})} \hat{z}^{(l)} \\
A\hat{x}^{(l)} - d - \mu_i \hat{y}(l) - y_k \\
(C\hat{x}(l) - u + \mu_i z_k)_+ - \mu_i \hat{z}(l)
\end{bmatrix},
$$

(34)

where $I_k(x)$ is defined as the set of inactive constraints at $x$. Eq. (34) has the same structure as (10) in the equality constrained case. The right hand side does not contain any term involving square matrices. The main differences come from the active set introduced by $M_{p,p}$, which filters the only constraints that need to be taken into account in (34).

d) Primal-dual line-search procedure: Once a semi-smooth Newton step $(dx, dy, dz)$ has been obtained, the exact line-search procedure consists in finding the unique $\alpha^*$ such that:

$$\alpha^* = \arg \min_{\alpha \geq 0} M_{p,p}(\hat{x}^{(l)} + \alpha dx, \hat{y}^{(l)} + \alpha dy, \hat{z}^{(l)} + \alpha dz).$$

(35)

Similarly to (21) the function $\alpha \rightarrow M_{p,p}(\hat{x}^{(l)} + \alpha dx, \hat{y}^{(l)} + \alpha dy, \hat{z}^{(l)} + \alpha dz)$ is a continuous piecewise quadratic function with a finite number of breaking points. Hence, one can compute $\alpha^*$ exactly. Finally, the primal-dual semi-smooth Newton method initiated at $(\hat{x}^{(0)}, \hat{y}^{(0)}, \hat{z}^{(0)}) = (x^k, y^k, z^k)$ generates a sequence $(\hat{x}^{(l)}, \hat{y}^{(l)}, \hat{z}^{(l)})$ via the update rule:

$$\hat{x}^{(l+1)} = \hat{x}^{(l)} + \alpha^* dx,$n

$$\hat{y}^{(l+1)} = \hat{y}^{(l)} + \alpha^* dy,$n

$$\hat{z}^{(l+1)} = \hat{z}^{(l)} + \alpha^* dz.$$

V. DETAILED APPROACH

The complete ProxQP procedure is provided in Algorithm 1. It contains a few additional practical enhancements, which are now detailed.

Preconditioning. ProxQP contains a preconditioning strategy, enhancing the overall numerical stability and convergence of the optimization process. The preconditioner used in our current implementation is often referred to as the Ruiz equi-

Initialization. Motivated by the fact that equality constraints are always active at an optimal solution, we use the following initialization for primal and dual variables:

$$\begin{bmatrix}
x^{\text{init}} \\
y^{\text{init}} \\
z^{\text{init}}
\end{bmatrix} = 
\begin{bmatrix}
H + \rho I & A^T \\
A & \mu_i I
\end{bmatrix}^{-1}
\begin{bmatrix}
-g \\
b
\end{bmatrix}$$

which corresponds to the (primal-dual) solution to the corre-

Cold restarts. To solve hard QPs to high precision, we use an additional cold restart strategy. The idea consists in resetting the penalization parameters $\mu_e$ and $\mu_i$ as soon as both primal and dual feasibility appears to stall while the current values for $\mu_e$ and $\mu_i$ are smaller than a certain threshold.

VI. RESULTS

In this section, we detail the software implementation of Algorithm 1 and then benchmark the practical performance of this new solver by comparing it to existing state-of-the-art solvers on various problems ranging from randomly generated problems to the harder Maros-Mészáros QPs [24], which includes a few classic robotic problems.

Software implementation. Our solver, referred to as ProxQP, is implemented in C++ and is extensively rooted on the generic-purpose Eigen library [42] for linear algebra. The current implementation is tailored for dense matrix operations,
We benchmark our implementation on a competitive set of underlying numerical routines allowing to reach high precisions in reasonable times. We also benchmark on typical QPs encountered in inverse kinematic and dynamic robotic problems. The benchmarks are available at https://github.com/Bambade/proxap_benchmark with an easy-to-use interface inspired from the one proposed by OSQP [39]. Our tests were carried in the following conditions:

- The level of accuracy required for termination is set arbitrarily to $\epsilon_{abs} = 10^{-9}$ (see criterion in (2)) so that to show across all these experiments which solvers manage to be the most accurate, the fastest, and the most robust within a large variety of QPs.
- A time limit of 1000 seconds has also been set as in OSQP API [39] for benchmarks (if a problem is not solved by a solver at such precision its “solving” time is set to this value in order to draw test plots).
- For all the tests, we used the same set of parameters for Algorithm 1: $\mu_x = 10^{-3}$, $\mu_i = 0.1$, $\mu_f = 0.1$, $\rho = 10^{-6}$, $\alpha_{bcl} = 0.1$, $\beta_{bcl} = 0.9$, $\mu_{e,min} = 10^{-8}$, $\mu_{e, min} = 10^{-9}$. Finally, $\epsilon_f$ and $\epsilon_{ext}$ follow the initialization procedure proposed in [29] Algorithm 17.4, the safeguard $k_{max} = 10^9$ (not used in practice), and the warm start option is deactivated.

**Remark 3** (Accuracy choice). Choosing a low $\epsilon_{abs}$ has a few non-negligible advantages when comparing solvers. Indeed, the fact a solver might not reach every desired level of accuracy (within the available finite precision limits) is typically due to either (i) an algorithm that has a (very) slow convergence, or (ii) somehow “inappropriate” underlying subroutines (including linear algebra ones) with a limited working precision/stability range, worsening the effect of finite precision. Hence, such low accuracy level reveals which solvers provide on the same time (i) an algorithm whose capabilities allow to reach high accuracy and (ii) a set of underlying numerical routines allowing to reach high precisions in reasonable times.

**Benchmark setup.** Benchmarks are performed with a standard laptop equipped with a relatively old CPU (Core i5 - 5300U - 5th Generation @ 2.3 GHz processor) and, for some specific benchmarks, also with a more recent CPU (Intel(R) Core(TM) i7-4790 CPU @ 3.60GHz) typically equipping clusters, illustrating potential gains of using a more recent architecture.

**A. Random problems**

Concerning random problems, three different levels of sparsity (0.15, 0.5, and 1) were used for generating the random matrices $H$, $A$ and $C$ in the spirit of the benchmark API from OSQP [39]. The dimensions of those problems were picked from $d = 10$ to $d = 1000$. For each set of parameters (sparsity levels and dimensions), we generated 5 problem instances with different random seeds and averaged the running time of each algorithm on 10 consecutive runs (to limit the impact of loading costs). The results are provided in Figure 1 using strictly convex QPs with only inequalities, as well as hard QPs from the Maros-Mészáros dataset [24] with different levels of sparsity and dimensions.

**Algorithm 1: ProxQP**

**Inputs:**
- initial states: $x^0, y^0, z^0$
- initial parameters: $e^0, \epsilon_f, \epsilon_b, \rho, \mu_e, \mu_i > 0$
- hyper-parameters: $\mu_f < 1, \alpha_{bcl} \in (0, 1), \beta_{bcl} \in (0, 1)$, $k_{max} \in \mathbb{N}$, $\mu_{e, min}, \mu_{e, min} > 0$

**Initialization:**
- preconditioning (see Section V)
- optional initialization (see Section VI) of $x^0, y^0, z^0$.

**while Stopping criterion not satisfied do**

Compute $(\hat{x}, \hat{y}, \hat{z})$ satisfying (16) ($\epsilon^k$-approximation to proximal subproblem (15)) using Section IV-B

if $p^{k+1} < \epsilon_{ext}$ OR $k \geq k_{max}$ then

$\epsilon^{k+1} = \epsilon^k\mu_i$, $\epsilon_{ext}^{k+1} = \epsilon_{ext}^k\beta_{bcl}$

$y^{k+1} = \hat{y}$, $z^{k+1} = \hat{z}$

else

$\mu_i \leftarrow \max(\mu_{e, min}, \mu_{f} \mu_i)$
$\mu_e \leftarrow \max(\mu_{e, min}, \mu_{f} \mu_e)$
$\epsilon^{k+1} = e^0\mu_i$, $\epsilon_{ext}^{k+1} = e^0\alpha_{bcl}$

$y^{k+1} = y^k$, $z^{k+1} = z^k$

end

$k \leftarrow k + 1$

Apply cold restart if conditions are met

**Output:** A $(x^k, y^k, z^k)$ satisfying the $\epsilon_{abs}$-approximation criterion (2) for problem (QP).
bar plots (including the median, the minimal and maximal execution timings). We also report base statistics in Table I.

In particular, Figure 1 shows that even in a sparse configuration (we recall that our solver uses a dense back-end), our solver is around 4 to 5 times faster than OSQP (the second best solver from our test-bed) for examples of dimensions $d \approx 50$ (which is representative of typical robotic applications). When dimension grows to $d \approx 1000$, the speed-up reaches almost an order of magnitude.

The failure rates observed in Table I for MOSEK and GUROBI solvers come from the fact they are not able to reach the desired precision $\epsilon_{\text{abs}} = 10^{-9}$: solutions proposed are not accurate enough. Consequently, it also impacts their geometric means.

B. Degenerate pure inequality-constrained problems

Figure 2 provides the results of our numerical experiments when generating pure inequality-constrained QPs where the matrix $H$ is positive definite but for which LICQ conditions are no longer satisfied (by duplicating the constraints), a common type of degeneracy. We observe from Figure 2 that for problems of dimensions $d \approx 50$ our solver is about 3 times faster than OSQP (the second best solver in this set of experiments).

We report base statistics in Table II. The failure rates observed for MOSEK and GUROBI solvers come from the fact, again, they are not able reaching the desired precision $\epsilon_{\text{abs}} = 10^{-9}$, their outputted solutions being not accurate enough.

C. Non-strongly convex problems

As before, in the spirit of the OSQP [39], we generate random QPs for which the Hessian $H$ is not strictly positive definite. We can see in Figure 3 that when matrices have $15\%$ of sparsity, OSQP and ProxQP have a similar speed for $d \leq 200$. For higher dimension, we observe that ProxQP is approximately 1.8 times faster than OSQP. When sparsity is about $50\%$, one can see in Figure 4 ProxQP is about 1.8 to 2 times faster for $d \approx 50$. When $d \approx 1000$, ProxQP is about four times faster.

One can see on Figure 5 that when executed on a more modern computer (see Benchmark setup), performance gains are higher, i.e., for $d \geq 200$ our solver is 2 to 3 times faster than the second best solver (it was about 1.8 times faster before).

We report base statistics in Table III. The failure rates observed for MOSEK and GUROBI solvers come from the fact, again, their solutions not being precise enough.

D. Maros-Mészáros problems

The Maros-Mészáros test set [24] is composed of 138 “hard” QPs. Most of them are sparse and ill-conditioned
problems, and they contain up to 90597 variables and 180895 constraints. About 83% of the problems have a sparsity level lower than 10% for the Hessians $H$, as well as for the constraint matrices $A$ and $C$.

As we have currently implemented only a dense version of our solver, we restrict the benchmark to problems whose dimensions (constraints and variables) are below or equal to $10^3$, that is, a subset of 62 problems of the Maros-Mészáros test set (about 45% of the set), for which two thirds have a sparsity level no larger than 20%.

On this set, we measure the ability of the different solvers to tackle those ill-conditioned problems to high accuracy within the predefined runtime limit (1000 seconds). We report a few statistics for each solver under consideration below, including the failure rate (FR), the shifted geometric means (SGM) as well as the performance profile (see details in, e.g., [39,16]).

a) Failure rates: Failure rates mostly come from saturation effects (time limit reached mostly for OSQP, or outputted solutions being not precise enough for others, in some cases primal or dual infeasibility is detected [39, Section 5.1]). These saturations come at different precision levels. Concerning ProxQP, all proposed solutions are outputted within the time limit of 1000 seconds. However, for three of them, unscaling the scaled proposed solutions through reversed equilibration procedure [39, Section 5.1]) makes them finally close to $c_{abs} = 10^{-9}$ but just above the threshold (around $\approx 1.1 \times 10^{-9}$ for example, whereas the scaled solutions satisfy the scaled stopping criterion strictly below $10^{-9}$). For other solvers, the situation can be close in some cases, but it has also been observed that saturation effects appear often sooner at higher precision levels ($\approx 10^{-7}$ for MOSEK or GUROBI solvers for example).

b) Shifted geometric means: Let $t_{s,p}$ denote the time required for solver $s$ to solve problem $p$. The shifted geometric mean $\hat{t}_s$ of the runtimes for solver $s$ on problem set $P$ is

$$\hat{t}_s = |P| \left( \prod_{p \in P} (t_{s,p} + \zeta) \right)^{1/|P|} - \zeta \quad (37)$$

The second formulation is used in practice to prevent overflow when computing the product. In this paper, runtimes are expressed in seconds, and a shift of $\zeta = 10$ is used, as in the OSQP API for benchmarks [39]. As in [39], we employ the convention that when a solver $s$ fails to solve a problem $p$ (within the time limit of 1000 seconds), the corresponding $t_{s,p}$ is set to the time limit for the computation. We report these experimental results in Table IV for the Maros-Mészáros set.

c) Performance profiles: We report performance profiles on Figure 6. Performance profiles correspond to the fraction of problems solved as a function of certain runtime (measured in terms of a multiple of the runtime of the fastest solver for that problem). More precisely, if $S$ is the set of solvers tested:

$$r_{s,p} := \frac{t_{s,p}}{\min_{s \in S} t_{s,p}} \quad (38)$$
denotes the performance ratio for solver $s$ with respect to problem $p$. The fraction of problems $q_s(\tau)$ solved by $s$ within a multiple $\tau$ of the best runtime, is then given by

$$q_s(\tau) = \frac{1}{|P|} \sum_{p \in P, r_s, p \leq \tau} 1.$$  

(39)

Figure 6 shows the plot of $q_s(\tau)$ curves for all the solvers $s$ of our test bed, when executed in our subset of Maros-Mészáros problems defined above. It turns out that our solver always depicts the best performance profile, with only 3 unsolved problems (see more details on it in paragraph VI-D0a), while other solvers appear to be less efficient and output more unsolved problems: either they reach the $10^3[s]$ time-out or are unable to satisfy the desired accuracy.

E. Inverse kinematics and dynamics

Finally, we have benchmarked ProxQP against OSQP (the second best solver of our previous tests bed) on the typical inverse kinematics and dynamics settings. We consider the task of controlling the center of mass of the TALOS humanoid robot [38] (which should remain within the convex supporting polygon), keeping the two feet on the ground while also moving both arms to reach two random target placements. We use the Pinocchio library [2] to compute the kinematic and dynamic quantities associated to each task. ProxQP solves the QP problems in $24 \pm 7 \mu s$, while OSQP takes $167 \pm 93 \mu s$. For the inverse dynamic task, ProxQP solves it in $25 \pm 6 \mu s$ while OSQP takes $441 \pm 193 \mu s$. Such performances may lead to inverse kinematics or inverse dynamics controllers to be run at very high frequency, an important feature for torque-controlled robots [17] for instance.

VII. Conclusion

In this work, we have proposed a new algorithm for solving generic QPs together with its numerical C++ implementation, motivated by robotic applications. We notably propose to combine the bounded constraint Lagrangian (BCL) globalization strategy [4] with the solving of (primal-dual) Karush-Kuhn-Tucker conditions associated to QP. The intermediary proximal subproblems are solved via a primal semi-smooth Newton method, potentially initiated at an educated guess that allows to ultimately not requiring any Newton iteration when the iterates get close enough to an optimal solution. We highlight the numerical efficiency of our method on various sets of standard QPs ranging from randomly generated problems strongly inspired by the benchmark suite [39] to a subset of the Maros-Mészáros problems [24]. Our solver turns out to perform better than modern solvers of the literature on small to medium-size problems ($d \leq 10^3$), while remaining competitive for larger dimensions. As future work, we plan to extend our solver to also support the case of large-dimensional sparse problems for enabling its use in larger-scale problem setups ($d \gg 10^3$). This will make ProxQP a suitable, efficient and reliable QP solver to operate on modern optimization problems in robotics and beyond.

We also plan to generalize the exploitation of the primal-dual augmented Lagrangian techniques to the context of nonlinear problems (e.g. nonlinear optimal control of robotic systems for solving locomotion and manipulation tasks, etc.) following the approach proposed in [7] and recently extended in [20] and [21]. From a software perspective, we plan to extend our contribution to account for sparse and matrix-free methods for large QP problems ($d > 10^3$).
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