
As z varies depending on application-specific goals, in
Section VI we report the results of minimizing the makespan
(i.e., overall process duration, z = maxi fi) as a generic
objective function. To show the generalization of our method,
we also consider an application-specific case where we try
to minimize the weighted sum of the completion time of all
tasks (z =

∑
i cifi). We use this objective function as an

analogy to the minimization of weighted tardiness in job-shop
scheduling [5].

B. MDP Formulation

Given the problem statement, we learn greedy heuristics
that construct solutions by appending tasks to an individual
robot’s partial schedule based on maximizing a score Q-
function approximated with a neural network parameterized
by θ. We formalize the problem of constructing the schedule
as a Markov Decision Process (MDP) using a five-tuple
<xt, u, T,R, γ> that includes:
• State xt at a decision-step t includes the temporal

constraints of the problem, represented by a STN, the
location information, and all robots’ partial schedules
constructed so far.

• Action u = <τi, rj> corresponds to appending an un-
scheduled task τi at the end of the partial schedule of
robot rj .

• Transition T corresponds to deterministically adding the
edges associated with the action into the STN and updat-
ing the partial schedule of the selected robot.

• Reward R of a state-action pair is defined as the change
in objective values after taking the action, calculated as
R = −1× (Zt+1 − Zt). Zt denotes the partial objective
function at state xt and is calculated only using sched-
uled tasks. For example, while minimizing makespan,
Zt = maxifi, τi ∈ {partial schedules}. The reward
is multiplied by -1.0 as the objective is minimization.
We further divide Zt by a factor D > 1 if xt is not a
termination state. We use D to balance between finding
the highest immediate reward (local optimal) and finding
the global optimal schedules. If the action results in an
infeasible schedule in the next state, a large negative
reward Minf is assigned to Zt+1.

• Discount factor, γ.

C. Schedule Generation

Our learned heuristic relies on the evaluation function
Q(x, u), which will be learned using a collection of problem
instances to estimate the total discounted future reward of
state-action pairs and select accordingly. We use scheduling-
through-simulation to generate schedules as it has been shown
in [27] that this process achieves better performance than
using decision-step-based generation. In scheduling-through-
simulation, starting from t = 0 (here t refers to time points
instead of decision steps), at each time step the policy first
collects all the available robots not working on a task into
a set ravail = {rj |rj is available}. Then, ∀rj ∈ ravail, the
policy tries to assign τi using τ := argmaxτ∈τavail

Qθ(x, u),

where τavail is the set of unscheduled tasks and only Q values
associated with rj are considered. To stay in accordance with
problem requirements, we impose two rules when adding a
new task during transition: 1) the start time of all unscheduled
tasks should be no earlier than the start time of the newly
added task; and 2) the start time of all unscheduled tasks that
share the same location should be no earlier than the finish
time of the newly added task.

IV. HETEROGENEOUS GRAPH ATTENTION NETWORK

Traditional graph neural networks (GNNs) operate on ho-
mogeneous graphs to learn a universal feature update scheme
for all nodes. We instead cast the task scheduling prob-
lem into a heterogeneous graph structure, and propose a
novel heterogeneous graph attention network, ScheduleNet,
that learns per-edge-type message passing and per-node-type
feature reduction mechanisms on this graph. One advantage of
ScheduleNet is that it directly estimates the Q-value of state-
action pairs as its output node feature. In this section, we first
describe how to construct the heterogeneous graph given a
problem state, xt. Then we present the building block layer
used to assemble a ScheduleNet of arbitrary depth (through
stacking this layer), which we call the heterogeneous graph
attention layer (HetGAT).

A. Heterogeneous Graph Representation

The temporal constraints in multi-robot task allocation and
scheduling problems have been commonly modeled as STNs
because the consistency of the upper and lower bound con-
straints can be efficiently verified in polynomial time [21].
STNs also allow for encoding set-bounded uncertainty. How-
ever, as we develop multiple agents, physical constraints, etc.,
we also have latent disjunctive variables that augment the
graph to account for each agent being able to perform only
one task at a time and for only one robot occupying a work
location at a time, which is known as the Disjunctive Temporal
Problem [22]. To learn a more expressive and scalable repre-
sentation of the problem, we extend the STN formulation into a
heterogeneous graph using the construction process illustrated
in Algorithm 1. In a heterogeneous graph, we use a three-
tuple, in the form of <srcName, edgeName, dstName>,
to specify the edge type/relation that connects the two node
types (from source node to destination node), which can also
be denoted as (srcName

edgeName−−−−−−−→ dstName).
In traditional STN formulations, each task, τi, is represented

by two event nodes: its start time node, si, and finish time
node, fi. The directed, weighted edges encode the temporal
constraints associating corresponding nodes. Exploiting the
fact that task duration is deterministic, we develop a novel
simplification trick to reduce the model complexity. That is,
after running Floyd Warshall’s algorithm [6] on the original
STN to find its minimum distance graph, we remove all finish
time nodes (except f0) from the distance graph to obtain a
new STN. The simplified STN, using only half the nodes, still
reserves all the necessary temporal constraints. In this way,
each task can be represented by its start time node with task



Algorithm 1: Construct the heterogeneous graph
Input: STN, locations L, robots r and their partial

schedules, available actions uavail
Output: Heterogeneous graph representation

1 Run Floyd Warshall’s algorihtm on STN to find its
minimum distance graph, gd;

2 Remove all fi’s from gd, except f0;
3 Use gd as the new STN and si as the task node of τi;
4 foreach robot rj do
5 Add a robot node, rj ;
6 foreach τm assigned to rj do
7 Add an edge τm → rj ;
8 end
9 end

10 Connect robot nodes with each other;
11 foreach location Lk do
12 Add a location node, Lk;
13 foreach τm located in Lk do
14 Add an edge τm → Lk;
15 end
16 end
17 Connect location nodes with each other;
18 Add a state node st, connect all other nodes to it;
19 foreach un =< τn, rn >∈ uavail do
20 Add a value nodes vn;
21 Add an edge τn → vn;
22 Add an edge rn → vn;
23 Add an edge st→ vn;
24 end
25 Add self-loops;
26 return gd.

duration now serving as its node feature. Given the partial
schedule at the current state, we generate the initial input
features of each task node as follows: the first two dimensions
are the one-hot encoding of whether a task has been scheduled
[1 0] or not [0 1]; the next dimension is the task duration. We
denote the edge type from STNs using (task

temporal−−−−−−→ task)
as they encode the temporal constraints.

To extend the simplified STN, we add robot and location
nodes equaling the number of different robots and locations
in the problem, respectively. A robot node is connected to the
task nodes that have been assigned to it, with edge relation
(task

assignedTo−−−−−−−→ robot). All robots are connected with each
other to enable message flow between them, with edge relation
(robot

communicate−−−−−−−−−→ robot). The initial feature of a robot
node is the number of tasks assigned so far. In a similar
manner, a location node is connected to the tasks nodes in
that location, with edge relation (task

locatedIn−−−−−−→ location).
All location nodes are connected with each other, with the
relation (location

near−−−→ location). The initial feature of a
location node is the number of tasks in that location.

As the Q-function is based on state-action pairs, we also
expect the network to learn a state embedding of the problem
from all the task, robot, and location node embeddings. To

Fig. 2. Meta-graph of the heterogeneous graph built from the STN by adding
robot, location, state, and value nodes.

achieve this, we add a state summary node into the graph
structure. The state summary node is connected to all the task,
robot and location nodes, with edge types (task

in−→ state),
(robot

in−→ state), (location
in−→ state), respectively. The

initial features of the graph summary node include number of
total tasks, number of currently scheduled tasks, number of
robots and number of locations.

Once the node embeddings are computed using the hetero-
geneous graph, it is possible to learn a separate Q network
consisting of several fully-connected (FC) layers to predict the
Q-value of a state-action pair, taking as input the concatenation
of embeddings from corresponding state, task, and robot
nodes. However, designing a separate Q network on top of
GNNs is computationally expensive and not memory efficient,
especially when evaluating a large number of state-action
pairs at once for parallel computing. Instead, we propose
to add value nodes in the graph to directly estimate the Q-
values. A value node is connected to corresponding nodes with
edge types denoted as (task

to−→ value), (robot to−→ value),
(state

to−→ value). The initial feature of a value node is set to
0. During evaluation, the heterogeneous graph is constructed
with the needed Q-value nodes covering task nodes in τavail
and robot node of rj , as mentioned in Section III.C. As we
are calculating the minimum distance graph of a STN while
constructing the heterogeneous graph, we can further filter out
the tasks in τavail of which the lower bound of task start
time is greater than the current time. For all nodes, self-loops
are added so that their own features from previous layers are
considered for the next layer’s computation. Fig. 2 shows the
meta-graph containing all the node types and edge types.

B. Heterogeneous Graph Attention Layer

The feature update process in a HetGAT layer is conducted
in two steps: per-edge-type message passing followed by per-
node-type feature reduction. During message passing, each
edge type uses a distinct weight matrix, WedgeName ∈ RD×S ,
to transform the input feature from the source node and then
sends the computation result to the destination node, where
S is the input feature dimension of the source node, and D
is the output feature dimension of the destination node. In
the case that several edge types share the same name, we use
WsrcName,edgeName to distinguish between them. As for edge
type (task

temporal−−−−−−→ task) which is the only weighted edge



in our heterogeneous graph formulation, the edge attribute, w,
is also sent after transformed by WtempEdge ∈ RD×1. During
feature reduction, for each edge type that a destination node
has, the HetGAT layer computes per-edge-type aggregation
result by weighing incoming neighbor features (plus edge
attributes if applicable) along the same edge type with feature-
dependent and structure-free normalization, in forms of atten-
tion coefficients. Those results are then merged to compute the
destination node’s output feature. The feature update formulas
of different node types are listed in Eq. 10-14.

Task h′i = σ
( ∑
j∈Ntemporal(i)

αtemporalij (Wtemporalhj

+WtempEdgewji)
)

(10)

Robot h′i = σ
( ∑
j∈NassginedTo(i)

αassignedToij WassignedTohj

+
∑

k∈Ncomm.(i)

αcomm.ik Wcomm.hk

)
(11)

Location h′i = σ
( ∑
j∈NlocateIn(i)

αlocatedInij WlocatedInhj

+
∑

k∈Nnear(i)

αnearik Wnearhk

)
(12)

State h′i = σ
( ∑
j∈Ntask,in(i)

αtask,inij Wtask,inhj

+
∑

k∈Nrobot,in(i)

αrobot,inik Wrobot,inhk

+
∑

m∈Nloc.,in(i)

αloc.,inim Wloc.,inhm

+Wstate,inhi

)
(13)

Value h′q = σ
(
Wtask,toht +Wrobot,tohr

+Wstate,tohs +Wvalue,tohq

)
(14)

In Eq. 10-14, NedgeName(i) is the set of incoming neighbors
of node i along a certain edge type, and σ() represents
the ReLU nonlinearity. The per-edge-type attention coeffi-
cient, αedgeNameij , is calculated based on source node features
and destination node features (plus edge attributes if appli-
cable). More specifically, the attention coefficient for edge
type (task

temporal−−−−−−→ task) is calculated by Eq. 15, where
~aTtemporal is the learnable weights, || is the concatenation
operation, and σ′() is the LeakyReLU nonlinearity (with a
negative input slope of 0.2). Softmax function is used to
normalize the coefficients across all choices of j.

αtemp.ij = softmaxj

(
σ′
(

~aTtemp.

[
Wtemp.

~hi||Wtemp.
~hj ||WtempEdgewji

] ))
(15)

The attention coefficients for other edge types are calculated
by Eq. 16. We choose WdstType depending on the destination
node type. We use Wcomm. for robot nodes, Wnear for
location nodes, and Wstate,in for the state node.

αedgeNameij = softmaxj

(
σ′
(

~aTedgeName

[
WedgeName

~hi||WdstType
~hj

] ))
(16)

To stabilize the learning process, we utilize the multi-
head attention proposed from [23], adapting it to fit the
heterogeneous case. We use K independent HetGAT layers
to compute nodes features in parallel, and then merge the
results as the multi-head output, either by concatenation or
by averaging.

V. IMITATION LEARNING

Under the MDP formulation, our goal is to learn a greedy
policy for sequential decision making. Thus, it is natural to
consider reinforcement learning algorithms (e.g., Q-learning)
for training ScheduleNet. However, reinforcement learning
relies on finding feasible schedules to learn useful knowledge.
In our problems, most permutations of the schedule are infea-
sible. As a result, reinforcement learning spends much more
time than allowed before learning anything of value exploring
infeasible solutions.

Instead, we leverage imitation learning methods that learn
from high-quality schedules to accelerate the learning process
for quick deployment. In real-world scheduling environments,
we often have access to high-quality, manually-generated
schedules from human experts who currently manage the
logistics in manufacturing environments. Moreover, it is prac-
tical to optimally solve small-scale problems with exact meth-
ods. Given the scalability of the heterogeneous graph, we
expect that exploiting such expert data on smaller problems
to train the ScheduleNet can generalize well towards solving
unseen problems, even in a larger scale.

Let Dex denote the expert dataset that contains all the state-
action pairs of schedules either from exact solution methods
or the domain experts. For each transition, we calculate the
total reward from current step t until termination step n using
R

(n)
t =

∑n−t
k=0 γ

kRt+k and regress the corresponding Q-value
from ScheduleNet towards this value as shown in Eq. 17,
where the supervised learning loss, Lex, is computed as the
mean squared error between R(n)

t and our current estimate of
the expert action uex.

Lex =
∥∥∥Q(x, uex)−R

(n)
t

∥∥∥2 (17)

To fully exploit the expert data, we ground the Q values of
alternative actions ualt (not selected by the expert) to a value
below R

(n)
t using the loss shown in Eq. 18, where qo is a

positive constant empirically picked as an offset, and Nalt is
the number of alternate actions at step t. In accordance with
the schedule generation scheme, Nalt only considers actions



involving the same robot selected by the expert.

Lalt =

∑∥∥∥∥Q(x, ualt)−min

([
Q(x, ualt)

R
(n)
t − qo

])∥∥∥∥2
Nalt

(18)

The min term in Eq. 18 ensures that the gradient propagates
through all the unselected actions that have Q values higher
than R

(n)
t − qo. The difference from [17] lies in that they

only train on the unselected action with the max Q value.
The total supervised loss is shown in Eq. 19, where L2 is the
L2 regularization term on the network weights, and λ1, λ2
are weighting parameters assigned to different loss terms
empirically.

Ltotal = Lex + λ1Lalt + λ2L2 (19)

VI. EXPERIMENTAL RESULTS

We show the results of optimizing a generic objective
function, which is the minimization of total makespan. In Sec-
tion VI-D, we also consider the application-specific objective
function mentioned in Section III-A, in which we minimize
the weighted sum of task completion time, to investigate how
ScheduleNet generalizes under different use cases.

A. Dataset

To evaluate the performance of ScheduleNet, we generate
random problems based on [8]. We simulate multi-agent con-
struction of a large workpiece, e.g. an airplane fuselage, with
three different configurations: a two-robot team, a five-robot
team, and a ten-robot team. Task duration is generated from a
uniform distribution in the interval [1, 10]. Approximately 25%
of the tasks have absolute deadlines drawn from a uniform
distribution in the interval [1, N × T ], where N is the
number of total tasks. We use T = 5 for two-robot teams,
T = 2 for five-robot teams, and T = 1 for ten-robot teams.
Approximately 25% of the tasks have wait constraints, and
the duration of non-zero wait constraints is drawn from a
uniform distribution in the interval [1, 10]. We set the number
of locations in a problem to be the same as the number of
robots, and each task’s location is picked randomly.

For each team configuration, problems are generated in three
scales: small (16-20 tasks), medium (40-50 tasks) and large
(80-100). For each problem scale, we generate 1,000 problems
for testing. To train the ScheduleNet model, we generate 1,000
small problems of two-robot teams. We run Gurobi with a
cutoff time of 15 minutes on generated problems to serve as
exact baselines. This resulted in a total of 17,513 transitions
for training. To further examine the scalability of ScheduleNet,
we also generate 100 ten-robot team problems in extra-large
scale (160-200 tasks), and set the Gurobi cutoff time to be
1 hour, as the MILP formulation involves 300,000+ general
constraints and 160,000+ binary variables.

B. Benchmark

We benchmark ScheduleNet against the following methods:
• EDF – A ubiquitous heuristic algorithm, earliest deadline

first (EDF), that selects from a list of available tasks the

one with the earliest deadline, assigning it to the first
available worker.

• Tercio – A state-of-the-art scheduling algorithm for this
problem domain, Tercio [9]. Tercio is a hybrid algorithm
that combines mathematical optimization for task allo-
cation and an analytical sequencing test to ensure tem-
poral and spatial feasibility. Hyperparameters are chosen
from [9]

• HomGNN – A neural-network-based method proposed
in [27]. Their method uses a homogeneous GNN to exact
problem embedding from the STN, and a separate Q-
network consisting of two FC layers to predict the Q-
value. We denote this model as HomGNN and use the
same hyper-parameters in [27].

• Exact – Gurobi, a commercial optimization solver widely
used for mixed integer linear programming. Its results
represent the exact baseline.

C. Evaluation Results

Metrics – For minimizing the makespan, we use the
following metric for evaluation purposes. M1: Percentage
of problems solved within optimality ratio. A problem is
considered solved by an algorithm if the ratio, r, between
the objective value it finds and the optimal value is within a
certain range (e.g., r =

zalgorithm

zoptimal
≤ 1.1). Gurobi solutions

are used as the optimal value. If the algorithm finds a solution
of the problem which Gurobi fails to solve, we set r = 1 on
this problem during evaluation. By calculating this metric with
different optimal ratios, we can obtain a comprehensive view
of how the solution quality an algorithm finds is distributed.

Model Details – We implement ScheduleNet using Py-
Torch [16] and Deep Graph Library [24]. The ScheduleNet
used in training/testing is constructed by stacking four multi-
head HetGAT layers (the first three use concatenation, and
the last one uses averaging). The feature dimension of hidden
layers = 64, and the number of heads = 8. We set γ = 0.99,
D = 3.0 and used Adam optimizer [11] through training. The
training procedure used a learning rate of 10−4, λ1 = 0.9, λ2 =
0.1, qo = 3.0 and batch size = 8. Both training and evaluation
are conducted on a Quadro RTX 8000 GPU.

The ScheduleNet was trained on small problems of two-
robot teams and the same model was evaluated on all the dif-
ferent problem scales and team configurations. As HomGNN is
not scalable in number of robots, for each team configuration,
we trained a new model on 1000 small problems and used it for
evaluation on the rest. Fig. 3-Fig. 5 compared the evaluation
results of different methods using M1, where optimality ratio
ranges from 1 to 2 with intervals of 0.05 by default.

For small problems, as far as small optimal ratio (r ≤ 1.2)
is concerned, ScheduleNet outperformed three other heuristics
(EDF, Tercio, and HomGNN) by a large margin, and achieved
significantly closer results to the exact method. This result
shows the effectiveness of ScheduleNet in finding high-quality
feasible schedules. The only case where HomGNN performed
similarly was when examined under a large optimal ratio (r ≥



(a) (b) (c)

Fig. 3. Evaluation results on problems of two-robot teams: (a) Small problems; (b) Medium problems; (c) Large problems.

(a) (b) (c)

Fig. 4. Evaluation results on problems of five-robot teams: (a) Small problems; (b) Medium problems; (c) Large problems. For 40% of the large problems,
ScheduleNet’s solutions outperform Gurobi within cutoff time as denoted by data points left of the 1.0 optimality ratio.

(a) (b) (c) (d)

Fig. 5. Evaluation results on problems of ten-robot teams: (a) Small problems; (b) Medium problems; (c) Large problems; (d) Ex-Large problems. In the
Large and Ex-Large problems cases, ScheduleNet is able to find solutions that outperform Gurobi as denoted by data points left of a 1.0 optimality ratio.

1.8), indicating HomGNN was able to find more low-quality
solutions, which is often not preferred.

For medium problems, both EDF and Tercio tended to
find high-quality schedules, but with a low percentage, while
HomGNN found more feasible low-quality solutions. Again,
ScheduleNet model significantly outperformed the other three
methods. Even though only trained with small problems, the
performance of ScheduleNet remained consistent in solving
medium and large problems, where a notable performance
drop was observed for other methods. HomGNN failed to
find solutions on large problems within Gurobi cuttoff time
(at least 40 minutes vs. 15 minutes), thus was not reported.
During evaluation on large and ex-large problems, we found
that for some problems the solutions found by SchedulerNet
had better makespans than those found by Gurobi under its
cutoff time. Therefore, we extended the opimality ratio to
the smallest value under which ScheduleNet still solved at
least one problem in Fig. 4(c), Fig. 5(c) and Fig. 5(d). For
ex-large problems, Gurobi failed to find most of the feasible
solutions within the one hour cuttoff time (8 solved out of
100), while ScheduleNet managed to find substantially more
feasible schedules (79 solved). These results demonstrated that

our model can transfer knowledge learned on small problem
to help solve larger problems, by exploiting the scalabililty
within heterogeneous graph formulation.

We reported computation time of different methods in
Fig. 6, where only feasible solutions were counted for
each method. Due to differences in implementation details,
CPU/GPU utilization, besides directly comparing the raw
numbers, we also focused on the time changes of each method
with respect to increasing problem sizes. When problem size
increased, the performance of ScheduleNet stayed consistent
with an affordable increase in computation time, which was
less than Gurobi. This was largely due to the fully convolu-
tional structure as well as the STN simplification trick that
greatly reduced its model complexity and computation cost.
As ten-robot team imposes a larger number of robot-related
constraints than other team sizes, it took Gurobi less time
to find solutions for ten-robot problems than two- and five-
robot problems. In contrast, HomGNN failed to scale up to
100 tasks within Gurobi cuttoff time. This was mainly due
to its structure, where FC layers are stacked on top of a
GNN for Q value prediction, making the model complexity
proportional to 2 × Ntask × Naction during parallel evalua-



(a) (b) (c)

Fig. 6. Running time statistics on different problems: (a) Two-robot teams; (b) Five-robot teams; (c) Ten-robot teams. Error bars denote the 25th and 75th
percentile. Results for EDF, Tercio, and HomGNN are not shown in cases when no solutions are found within the allowed cutoff time.

tion. As a comparison, the structure complexity of Schedu-
leNet is only proportional to Ntask + Naction, considering
Nrobot, Nlocation � Ntask.

D. Application-Specific Objective Function

To evaluate the performance of our proposed method under
a different objective function, z =

∑
i cifi, we generated

problems involving five-robot teams with two scales: small
and medium, following the same parameters as used in Sec-
tion VI-A. Additionally, each task was associated with a real
number cost, c, drawn from a uniform distribution in the
interval [1, 10]. For each problem scale, 1,000 problems were
generated for testing. We generated 1000 small problems for
training the ScheduleNet. We ran Gurobi on all problems with
a cutoff time of 15 minutes to serve as exact baselines. We
used the same set of parameters during training as used in
the total makespan case, except qo = 30, considering the
reward was generally larger. We compare ScheduleNet against
a Highest Cost Tardiness First (HCTF) priority heuristic which
assigns the task with the highest cost to the first available
worker in every scheduling decision. Fig. 7 shows the eval-
uation results. For r ≤ 1.2 both methods solved similar
number of problems. However, under larger optimaliy ratios,
ScheduleNet started to outperform HCTF, resulting in a better
overall performance.

E. ScheduleNet Takeaways

Our empirical analysis demonstrates that ScheduleNet es-
tablishes a state-of-the-art in autonomously learning heuristics
for coordinating teams of robots in a computationally efficient
framework. In particular, we are to:

1) Outperform prior work in multi-robot scheduling both
in terms of schedule optimality and the total number of
feasible schedules found (Fig. 3-5).

2) Achieve this superior performance in a flexible frame-
work that allows us to train via imitation-based Q-
learning on smaller problems to provide high-quality
schedules on larger problems.

3) Autonomously learn scalable scheduling heuristics on
multiple application domains (Fig. 3 vs. Fig. 7), attaining
an order of magnitude speedup vs. an exact method
(Fig. 6).

(a)

(b)
Fig. 7. Evaluation results of minimizing the weighted sum of completion
times on five-robot teams: (a) Small problems; (b) Medium problems.

VII. CONCLUSION

We presented a novel heterogeneous graph attention net-
work model, called ScheduleNet, to learn scalable policy for
multi-robot task allocation and scheduling problems. By in-
troducing robot- and proximity-specific nodes into the simple
temporal network that encodes the temporal constraints, we
obtained a heterogeneous graph structure that is nonparametric
in the number of tasks, robots and task resources. We showed
that the model is end-to-end trainable via imitation learning
with expert demonstrations. Empirically, we showed that our
method outperformed existing state-of-the-art methods in a
variety of testing scenarios.
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