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Fig. 7. Filmstrips of MIR training and testing domains.In training domains , examples of paired trajectories used for manipulator-independent representation
learning are shown. A sub-sampled filmstrip with 10 steps interval is presented from left to right. From top to bottom, the environment involved are arm
randomized simulation, domain randomized simulation and simulation with invisible hand.In testing domains, examples of demonstrated trajectories are
presented. Similarly, sub-sampled filmstrips are shown for human hand, pick-up stick, real robot, and Jaco hand domains. Note that there is no correlation
between any trajectories in testing domains. The canonical environment, where our simulated robot agent is operating on, is also shown at the bottom.

a pixel encoder is a 128-dimension feature which is obtained
through a final linear layer. Features of both camera views are
concatenated channel-wise followed by a 3-layer multilayer
perceptron (MLP) network. Each hidden layer is the MLP has
256 channels and the output of the MLP is a 128-channel
embedding. The configuration of layers are shown in Figure 6.
For GCP and CD-GCP training we also use a separate goal
encoder which shares the same structure described above but
weights are not shared. Additionally a 3 layer MLP with
[256,256,5] channels is used as the policy head to predict
the actions.


