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Fig. 1: Two agents using Def-MARL to safely and collaboratively inspect a moving target. We propose a novel safe
MARL algorithm, Def-MARL, that solves the multi-agent safe optimal control problem. Def-MARL translates the original
problem to its epigraph form to avoid unstable training and extends the epigraph form to the CTDE paradigm for distributed
execution. (a): Long exposure photo of the trajectories of the drones. The trajectory of the target is shown in green and that
of the agents is shown in blue. (b)-(i): Snapshots of the agents’ policy. Using De f-MARL, the agents learn to collaborate to
maintain visual contact with the target at all times, with each agent being responsible only when the target is on their side.

Abstract—Tasks for multi-robot systems often require the
robots to collaborate and complete a team goal while maintaining
safety. This problem is usually formalized as a constrained
Markov decision process (CMDP), which targets minimizing
a global cost and bringing the mean of constraint violation
below a user-defined threshold. Inspired by real-world robotic
applications, we define safety as zero constraint violation. While
many safe multi-agent reinforcement learning (MARL) algo-
rithms have been proposed to solve CMDPs, these algorithms
suffer from unstable training in this setting. To tackle this, we
use the epigraph form for constrained optimization to improve
training stability and prove that the centralized epigraph form
problem can be solved in a distributed fashion by each agent.
This results in a novel centralized training distributed execution
MARL algorithm named Def-MARL. Simulation experiments
on 8 different tasks across 2 different simulators show that
Def-MARL achieves the best overall performance, satisfies safety
constraints, and maintains stable training. Real-world hardware
experiments on Crazyflie quadcopters demonstrate the ability
of Def-MARL to safely coordinate agents to complete complex
collaborative tasks compared to other methods.'

1. INTRODUCTION

Multi-agent systems (MAS) play an integral role in our
aspirations for a more convenient future with examples such
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as autonomous warehouse operations [37], large-scale au-
tonomous package delivery [45], and traffic routing [76].
These tasks often require designing distributed policies for
agents to complete a team goal collaboratively while main-
taining safety. To construct distributed policies, multi-agent
reinforcement learning (MARL) under the centralized train-
ing distributed execution (CTDE) paradigm [84, 25] has
emerged as an attractive method. To incorporate the safety
constraints, most MARL algorithms either choose to carefully
design their objective function to incorporate soft constraints
[69, 58, 79, 74, 54, 57], or model the problem using the
constrained Markov decision process (CMDP) [3], which
asks for the mean constraint violation to stay below a user-
defined threshold [32, 38, 18, 41, 26, 90]. However, real-world
robotic applications always require zero constraint violation.
While this can be addressed by setting the constraint violation
threshold to zero in the CMDP, in this setting the popular
Lagrangian methods experience training instabilities which
result in sharp drops in performance during training, and non-
convergence or convergence to poor policies [66, 35, 24, 36].

These concerns have been identified recently, resulting in a
series of works that enforce hard constraints [82, 89, 66, 24,
86] using techniques inspired by Hamilton-Jacobi reachability
[71, 44, 49, 46, 5] in deep reinforcement learning (RL) for
the single-agent case and have been shown to improve safety



compared to other safe RL approaches significantly. However,
to the best of our knowledge, theories and algorithms for safe
RL are still lacking for the multi-agent scenario, especially
when policies are executed in a distributed manner. While
single-agent RL methods can be directly applied to the MARL
setting by treating the MAS as a centralized single agent, the
joint action space grows exponentially with the number of
agents, preventing these algorithms from scaling to scenarios
with a large number of agents [33, 69, 23].

To tackle the problem of zero constraint violation in multi-
agent scenarios with distributed policies® while achieving high
collaborative performance, we propose Distributed epigraph
form MARL (Def-MARL) (Fig. 1). Instead of considering
the CMDP setting, De £ -MARL directly tackles the multi-agent
safe optimal control problem (MASOCP), whose solution
satisfies zero constraint violation. To solve the MASOCP,
Def-MARL uses the epigraph form technique [10], which
has previously been shown to yield better policies compared
to Lagrangian methods in the single-agent setting [66]. To
adapt to the multi-agent setting we consider in this work, we
prove that the centralized epigraph form of MASOCP can be
solved in a distributed fashion by each agent. Using this result,
Def-MARL falls under the CTDE paradigm.

We validate Def-MARL using 8 different tasks from 2
different simulators, multi-particle environments (MPE) [40]
and Safe Multi-agent MulJoCo [32], with varying numbers
of agents, and compare its performance with existing safe
MARL algorithms using the penalty and Lagrangian methods.
The results suggest that De £ -MARL achieves the best perfor-
mance while satisfying safety: it is as safe as conservative
baselines that achieve high safety but sacrifice performance,
while matching the performance of unsafe baselines that
sacrifice safety for high performance. In addition, while the
baseline methods require different choices of hyperparam-
eters to perform well in different environments and suffer
from unstable training because of zero constraint violation
threshold, Def-MARL is stable in training using the same
hyperparameters across all environments, indicative of the
algorithm’s robustness to environmental changes.

We also perform real-world hardware experiments using
the Crazyflie (CF) drones [27] on two complex collaborative
tasks and compare Def-MARL with both centralized and
decentralized model predictive control (MPC) methods [29].
The results indicate that Def-MARL finishes the tasks with
100% safety rates and success rates, while the MPC methods
get stuck in local minima or have unsafe behaviors.

To summarize, our contributions are presented below:

o Drawing on prior work that addresses the training in-
stability of Lagrangian methods in the zero-constraint
violation setting, we extend the epigraph form method
from single-agent RL to MARL, improving upon the
training instability of existing MARL algorithms.

’In this paper, the policies are distributed if each agent makes decisions
using local information/sensor data and information received via message
passing with other agents [25], although this setting is sometimes called
“decentralized” in MARL [83].

« We present theoretical results showing that the outer prob-
lem of the epigraph form can be decomposed and solved
in a distributed manner during online execution. This
allows Def-MARL to fall under the CTDE paradigm.

« We illustrate through extensive simulations that, without
any hyperparameter tuning, Def-MARL achieves stable
training and is as safe as the most conservative baseline
while simultaneously being as performant as the most
aggressive baseline across all environments.

« We demonstrate on Crazyflie drones in hardware that
Def-MARL can safely coordinate agents to complete
complex collaborative tasks. Def-MARL performs the
task better than centralized/decentralized MPC methods
and does not get stuck in suboptimal local minima or
exhibit unsafe behaviors.

II. RELATED WORK

Unconstrained MARL. Early works that approach the
problem of safety for MARL focus on navigation problems
and collision avoidance [14, 13, 21, 64], where safety is
achieved by a sparse collision penalty [39], or a shaped
reward penalizing getting close to obstacles and neighboring
agents [14, 13, 21, 64]. However, adding a penalty to the
reward function changes the original objective function, so the
resulting policy may not be optimal for the original constraint
optimization problem. In addition, the satisfaction of collision
avoidance constraints is not necessarily guaranteed by even
the optimal policy [47, 21, 39].

Shielding for Safe MARL. One popular method that
provides safety to learning-based methods is using shielding
or a safety filter [25]. Here, an unconstrained learning method
is paired with a shield or safety filter using techniques such
as predictive safety filters [88, 50], control barrier functions
[11, 55], or automata [19, 77, 48, 7]. Such shields are often
constructed before the learning begins and are used to modify
either the feasible actions or the output of the learned policy
to maintain safety. One benefit is that safety can be guar-
anteed during both training and deployment since the shield
is constructed before training. However, they require domain
expertise to build a valid shield, which can be challenging in
the single-agent setting and even more difficult for MAS [25].
Other methods can automatically synthesize shields but face
scalability challenges [48, 20]. Another drawback is that the
policy after shielding might not consider the same objective
as the original policy and may result in noncollaborative
behaviors or deadlocks [56, 85, 87].

Constrained MARL. In contrast to unconstrained MARL
methods, which change the constraint optimization problem
to an unconstrained problem, constrained MARL methods
explicitly solve the CMDP problem. For the single-agent
case, prominent methods for solving CMDPs include primal
methods [78], primal-dual methods using Lagrange multipliers
[8, 70, 35, 36], and trust-region-based approaches [1, 35].
These methods provide guarantees either in the form of asymp-
totic convergence guarantees to the optimal (safe) solution
[8, 70] using stochastic approximation theory [59, 9], or



recursive feasibility of intermediate policies [1, 60] using
ideas from trust region optimization [61]. The survey [31]
provides an overview of the different methods of solving
safety-constrained single-agent RL. In multi-agent cases, how-
ever, the problem becomes more difficult because of the non-
stationary behavior of other agents, and similar approaches
have been presented only recently [32, 38, 18, 41, 26, 90, 15].
However, the CMDP setting they handle makes it difficult
for them to handle hard constraints, and results in poor
performance with zero constraint violation threshold [24].

Model predictive control. Distributed MPC methods
have been proposed to handle MAS, incorporating multi-agent
path planning, machine learning, and distributed optimization
[75, 72, 92, 22, 42, 16, 52]. However, the solution quality of
nonlinear optimizers used to solve MPC when the objective
function and constraints are nonlinear highly depends on
the initial guess [73, 29]. Moreover, the real-time nonlinear
optimizers typically require access to (accurate) first and
second-order derivatives [53, 29], which present challenges
when trying to solve tasks that have non-differentiable or
discontinuous cost functions and constraints such as the ones
we consider in this work.

III. PROBLEM SETTING AND PRELIMINARIES
A. Multi-agent safe optimal control problem

We consider the multi-agent safe optimal control problem
(MASOCP) as defined below. Consider a homogeneous MAS
with /N agents. At time step &, the global state and control
input are given by z* ¢ X C R” and v* ¢ U C R™,
respectively. The global control vector is defined by concate-
nation u* = [u¥; ... ;uk], where u¥ € U4; is the control input
of agent i. We consider the general nonlinear discrete-time
dynamics for the MAS:
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where [ : & x U — X is the global dynamics function. We
consider the partially observable setting, where each agent has
a limited communication radius R > 0 and can only commu-
nicate with other agents or observe the environment within its
communication region. Denote of = O,(z*) € O C R™ as
the vector of the information observed by agent 7 at the time
step k, where O; : X — O is an encoding function of the
information shared from neighbors of agent 7 and the observed
data of the environment. We allow multi-hop communication
between agents, so an agent may communicate with another
agent outside its communication region if a communication
path exists between them.

Let the avoid/unsafe set of agent i be A; = {0; € O :
hi(0;) > 0}, for some function h; : @ — R. The global
avoid set is then defined as A = {z € X : h(z) > 0},
where h(z) = max; h;(0;) = max; h;(O;(z)). In other words,
i, s.t. 0; € A; <= =z € A. Given a global cost function { :
X xU — R describing the task for the agents to accomplish?,

3The cost function [ is not the cost in CMDP. Rather, it corresponds to the
negation of the reward in CMDP.

we aim to find distributed control policies 7; : O — U; such
that starting from any given initial states 0 ¢ A, the policies
keep the agents outside the avoid set A and minimize the
infinite horizon cost. In other words, denoting m : X — U
as the joint policy such that w(x) = [r1(01);...;7n(0n)] =
[71(01(x)); ... ;7 (On ()], we aim to solve the following
infinite-horizon MASOCP for a given initial state z°:

min

0 Y UG
mho 15

s.t. hi(04(z%)) <0, Vie{l,...,N},k >0, (2b)
R = f(aF w(2?)), k>0. (2c)

(2a)

Note that the safety constraint (2b) differs from the average
constraints considered in CMDPs [3]. Consequently, instead
of allowing safety violations to occur as long as the mean
constraint violation is below a threshold, this formulation
disallows any constraint violation. From hereon, we omit the
dynamics constraint (2¢) for conciseness.

B. Epigraph form

Existing methods are unable to solve (2) well. This has been
observed previously in the single-agent setting [82, 89, 66, 24].
We show later that the poor performance of methods that
tackle the CMDP setting to the constrained problem (2)
also translates to the multi-agent setting, as we observe a
similar phenomenon in our experiments (Section V). Namely,
although unconstrained MARL can be used to solve (2)
using the penalty method [51], this does not perform well
in practice, where a small penalty results in policies that
violate constraints, and a large penalty results in higher total
costs. The Lagrangian method [32] can solve the problem
theoretically, but it suffers from unstable training and has
poor performance in practice when the constraint violation
threshold is zero [66, 24]. In this section, we introduce a new
method of solving (2) that can mitigate the above problems
by extending prior work [66] to the multi-agent setting.

Given a constrained optimization problem with objective
function J (e.g., J = > pol(z*, m(2¥)) as in (2a)), and
constraints A (e.g., (2b)):

min J(7) st. h(m) <0, 3)
its epigraph form [10] is given as
min =z st. h(m) <0, J(r) <z, 4

where z € R is an auxiliary variable. In other words, we add
a constraint to enforce z as an upper bound of the cost J(7),
then minimize z. The solution to (4) is identical to the original
problem (3) [10]. Furthermore, (4) is equivalent [66] to

min z

mﬂin J. (7, z) = max{h(r), J(7) — 2} <0

(5a)

s.t. (5b)

As a result, the original constrained problem (3) is decom-
posed into the following two subproblems:



1) An unconstrained inner problem (5b), where, given an
arbitrary desired cost upper bound z, we find 7 such that
J.(r, z) is minimized, i.e., best satisfies the constraints
h<0and J < z.

2) A l-dimensional constrained outer problem (5a) over z,
which finds the smallest cost upper bound z such that z
is indeed a cost upper bound (J < z) and the constraints
of the original problem A(7) < 0 holds.

Comparison with the Lagrangian method. Another pop-
ular way to solve MASOCP (2) is the Lagrangian method [32].
However, it suffers from unstable training when considering
the zero constraint violation [66, 35] setting. More specifically,
this refers to the case with constraints >, c(z*) < 0 for
¢ X — Ry>( non-negative. Since 1 can be negative, we can
convert our problem setting (3) to the zero constraint violation
setting by taking c¢(x) == max{0, h(z)}. Then, (3) reads as

mﬂin J(m) ZmaX{O h(zM} <0. (6

The Lagrangian form of (6) is then

7+ A max{h(z*),0}, (7)

k=0

max min

naxml JA(W,)\) =J

where )\ is the Lagrangian multiplier and is updated with gradi-
ent ascent. However, & J\(m, ) = 352 ymax{h(z*),0} >
0, so A continuously increases and never decreases. As
2 Jx(m, ) scales linearly in A when h(z*) > 0 for some £,
a large value of A causes a large gradient w.r.t z, and makes
the training unstable. Note that for the epigraph form, since z
does not multiply with the cost function J but is added to J
in (5b), the gradient %JZ (7, z) does not scale with the value
of z resulting in more stable training. We validate this in our
experiments (Section V).

IV. DISTRIBUTED EPIGRAPH FORM MULTI-AGENT
REINFORCEMENT LEARNING

In this section, we propose the Distributed epigraph form
MARL (Def-MARL) algorithm to solve MASOCP (2) using
MARL. First, we transfer MASOCP (2) to its epigraph form
with an auxiliary variable z to model the desired cost upper
bound. The epigraph form includes an inner problem and
an outer problem. For distributed execution, we provide a
theoretical result that the outer problem can be solved distribu-
tively by each agent. This allows Def-MARL to fit the CTDE
paradigm, where in centralized training, the agents’ policies
are trained together given the desired cost upper bound z,
and in distributed execution, the agents distributively find the
smallest cost upper bound z that ensures safety.

A. Epigraph form for MASOCP

To rewrite MASOCP (2) into its epigraph form (5), we first
define the cost-value function V! for a joint policy 7 using
the standard optimal control notation [6]:

Vi w) = Zlﬂcw (8)

k>T

We also define the constraint-value function V* as the maxi-
mum constraint violation:
VMz";7) = max h(z"
k>T

) = max max h (o)

. N )
= maxmax h; (0] ) = max V" (o] ; ).
i k>7 i

Here, we interchange the max to define the local per-agent
functions V*(o7;7) = maxy> h;(oF). Each V/* uses only
the agent’s local observation and thus is distributed. We now
introduce the auxiliary variable z for the desired upper bound
of V!, allowing us to restate (2) concisely as

{mi}rvl Vi(z% ) st. Vizm) <0, (10)
Tifi=1
The epigraph form (5) of (10) then takes the form
min =z (11a)
s.t. {mm max { maxVh(oz;w),Vl(:ET;w) —z} <0.
=V {(z0,2;7m)
(11b)

By interpreting the left-hand side of (11b) as a new policy
optimization problem, we define the fotal value function V' as
the objective function to (11b). This can be simplified as

V(z™, z;7) ), Vl($7;7r) —z}
™), ViaT;m) — 2}

— mas{max V(o]
= max max{V;" (o] ; (12)
— max Vi(a", 27,

Again, we interchange the max to define V;(z7,z;7) =
max{V/*(o];7),Vi(z";7) — z} as the per-agent total value
function. Using this to rewrite (11) then yields

min z
z

(13a)

s.t.  minmax V;(z", z;7) <0.
kis K3

(13b)

This decomposes the original problem (2) into an uncon-
strained inner problem (13b) over policy 7 and a constrained
outer problem (13a) over z. During offline training, we solve
the inner problem (13b): for parameter z, find the optimal
policy 7 (-, z) to minimize V (x°, z; 7). Note that the optimal
policy of the inner problem depends on z. During execution,
we solve the outer problem (13a) online to get the mini-
mal z that satisfies constraint (13b). Using this z in the z-
conditioned policy 7(-,z) found in the inner problem gives
us the optimal policy for the overall epigraph form MASOCP
(EF-MASOCP).

To solve the inner problem (13b), the total value function V'
must be amenable to dynamic programming, which we show
in the following proposition.

Proposition I: Dynamic programming can be applied to
EF-MASOCP (13), resulting in

V(¥ 2% m) = max{h(z"), V(2" 22T 1)),
k

=2k 1(2F, w(2F)). (19

z
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Fig. 2: Def-MARL algorithm. Randomly sampled initial states and z° are used to collect trajectories in = and z using the
current policy 7. In the centralized training (orange blocks), distributed constraint-value functions V;* and policies m; and a
centralized cost-value function V! are jointly trained. During distributed execution (green blocks), the distributed V,* are used
to solve the outer problem (15b) to compute the optimal z;, which is used in each agent’s z-conditioned policy.

The proof of Proposition 1 is provided in Appendix A follow-
ing the proof of the single-agent version [66]. In other words,
for a given cost upper bound z*, the value function V at the
current state x* can be computed using the value function
at the next state %! but with a different cost upper bound
2Rl = 2k [(z* m(z*)) which itself is a function of z*. This
can be interpreted as a “dynamics” for the cost upper bound z.
Intuitively, if we wish to satisfy the upper bound z* but suffer
a cost [(x*, w(z*)), then the upper bound at the next time step
should be smaller by I(z*, 7(z*)) so that the total cost from
x* remains upper bounded by z*. Additional discussion on
Proposition 1 is provided in Appendix C.

Remark I (Effect of z on the learned policy): From (12),
for a fixed x and 7, observe that for z large enough (i.e.,
VY(z;7)—z is small enough), we have V (z, z; ) = V" (z; 7).
Consequently, taking a gradient step on V' (z,z;7) equals
taking a gradient step on V" (x;7), which reduces the con-
straint violation. Otherwise, V (z, z;7) = V!(x; 7) — 2. Taking
gradient steps on V(x,z;7) equals taking gradient steps on
V!(z; ), which reduces the total cost.

B. Solving the inner problem using MARL

Following So and Fan [66], we solve the inner problem
using centralized training with proximal policy optimization
(PPO) [63]. We use a graph neural network (GNN) backbone
for the z-conditioned policy mp(0;,2), cost-value function
V(zl)(gc,z), and the constraint-value function qu(oi,z) with
parameters 6, ¢, and 1, respectively. Note that other neural
network (NN) structures can be used as well. The implemen-
tation details are introduced in Appendix E.

Policy and value function updates. During centralized
training, the NNs are trained to solve the inner problem
(13b), i.e., for a randomly sampled z, find policy = (-, z) that
minimizes the total value function V (2%, z;m). We follow
MAPPO [80] to train the NNs. Specifically, when calculating

the advantage with the generated advantage estimation (GAE)
[62] for the i-th agent, A; [63], instead of using the cost func-
tion V' [80], we apply the decomposed total value function
maX{qu(oi, z), le) (x,z) — z}. We perform trajectory rollouts
following the dynamics for x (1) and z (14) using the learned
policy mg, starting from random sampled z° and 2°. After
collecting the trajectories, we train the cost-value function Vdf
and the constraint-value function V$ via regression and use
the PPO policy loss to update the z-conditioned policy mg.

C. Solving the outer problem during distributed execution

During execution, we solve the outer problem of EF-
MASOCEP (13) online. However, the outer problem is still cen-
tralized because the constraint (13b) requires the centralized
cost-value function V', To achieve a distributed policy during
execution, we introduce the following theoretical result:

Theorem 1: Assume no two unique values of z achieves the
same unique cost. Then, the outer problem of EF-MASOCP
(5a) is equivalent to the following:

zZ = max z;
K3

(15a)

. /
Z; =min z
Z/

(15b)

st VMosn(,2)) 20,

i=1, -,

The proof is provided in Appendix B. Theorem 1 enables
computing z without the use of the centralized V! during
execution. Specifically, each agent 7 solves the local problem
(15b) for z;, which is a 1-dimensional optimization problem
and can be efficiently solved using root-finding methods (e.g.,
[12]) as in [66], then communicates z; among the other
agents to obtain the maximum (15a). One challenge is that
this maximum may not be computable if the agents are not
connected. However, in our problem setting, if one agent is not
connected, it does not appear in the observations o of other
connected agents. Therefore, it would not contribute to the



()-() Agent o Goal/landmark . Obstacle t\\ : Target positions Agent-agent/obstacle Agent-goal
¥ Q. =9 Q Q Q
o +2F o——2% ® oo e e Q g 5)
e e %0 %0
o N
ce o0 X0 X0,
A x O %
X ° X ° Q
X ¥ o T
TARGET SPREAD FORMATION LINE CORRIDOR CONNECTSPREAD

SAFE HALFCHEETAH(2X3)

SAFE COUPLED HALFCHEETAH(4X3)

Fig. 3: Simulation Environments. Visualization of the (top) modified MPE [40] and (bottom) Safe Multi-agent MuJoCo [32]

environments we consider.

constraint-value function V" of other agents. As a result, it is
sufficient for only the connected agents to communicate their
z;. Purthermore, we observe experimentally that the agents
can achieve low cost while maintaining safety even if z; is
not communicated (see Section V-C). Thus, we do not include
z; communication for our method. The overall framework of
Def-MARL is provided in Fig. 2.

Dealing with estimation errors. Since there may be errors
estimating V' using NN, we can reduce the resulting safety
violation by modifying / to add a buffer region. Specifically,
for a constant v > (0, we modify A such that A > v when
the constraints are violated and A < —v otherwise. We then
modify (15b) to qu(oi,zi) < =&, where £ € [0,v] is a
hyperparameter (where we want £ =~ v to emphasize more
on safety). This makes z more robust to estimation errors of
V. We study the importance of ¢ in Section V-C.

V. SIMULATION EXPERIMENTS

In this section, we design simulation experiments to answer
the following research questions:

(Q1): Does Def-MARL satisfy the safety constraints and
achieve low cost with constant hyperparameters across
all environments?

Can Def-MARL achieve the global optimum of the
original constrained optimization problem?

How stable is the training of De f-MARL?

How well does Def-MARL scale to larger MAS?
Does the learned policy from Def-MARL generalize

to larger MAS?

(Q2):

(Q3):
(Q4):
(Q5):

Details for the implementation, environments, and hyperpa-
rameters are provided in Appendix E.

A. Setup

Environments. We evaluate Def-MARL in two sets of
simulation environments: modified Multi-agent Particle Envi-
ronments (MPE) [40], and Safe Multi-agent MuJoCo envi-
ronments [32] (see Fig. 3). In MPE, the agents are assumed
to have double integrator dynamics with bounded continuous
action spaces [—1,1]%. We provide the full details of all tasks
in Appendix E. To increase the difficulty of the tasks, we add
3 static obstacles to these environments. For Safe Multi-agent
MulJoCo environments, we consider SAFE HALFCHEETAH
2x3 and SAFE COUPLED HALFCHEETAH 4X3. The agents
must collaborate to make the cheetah run as fast as possible
without colliding with a moving wall in front. To design the
constraint function /, we let v = 0.5 in all our experiments
and £ = 0.4 when solving the outer problem.

Baselines. We compare our algorithm with the state-of-
the-art (SOTA) MARL algorithm InforMARL [51] with a
constraint-penalized cost I'(x,v) = I(x, u) + Smax{h(z), 0},
where 5 € {0.02,0.1,0.5} is a penalty parameter, and denote
this baseline as Penalty (5). We also consider the SOTA
safe MARL algorithm MAPPO-Lagrangian [30, 32]*. In ad-
dition, because the learning rate of the Lagrangian multiplier
A is tiny (1077) in the official implementation of MAPPO-
Lagrangian [32], the value of A\ during training will be largely
determined by the initial value Ay of A\. We thus consider
two A\g € {1,5}. Moreover, to compare the training stability,
we consider increasing the learning rate of A in MAPPO-
Lagrangian to 3 x 1073.7 For a fair comparison, we reimple-
ment MAPPO-Lagrangian using the same GNN backbone as

#We omit the comparison with MACPO [30, 32] as it was shown to perform
similarly to MAPPO-Lagrangian but have significantly worse time complexity
and wall clock time for training.

SThis is the smallest learning rate for A that does not make MAPPO-
Lagrangian ignore the safety constraint. We set Ag = 0.78 following [32].
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Fig. 4: Comparison on modified MPE (N = 3) and Safe Multi-agent MuJoCo. Def-MARL is consistently closest to the
top-left corner in all environments, achieving low cost with near 100% safety rate. The dots show the mean values and the

error bars show one standard deviation.

used in Def-MARL and InforMARL, denoted as Lagr (Ag)
and Lagzr (1zr) for the increased learning rate one. We run
each method for the same number of update steps, which is
large enough for all the methods to converge.

Evaluation criteria. Following the objective of MASOCP,
we use the cost and safety rate as the evaluation criteria for the
performance of all algorithms. The cost is the cumulative cost
over the trajectory Zgzo I(z*,u*). The safety rate is defined
as the ratio of agents that remain safe over the entire trajectory,
ie., hi(oF) < 0,Vk, over all agents. Unlike the CMDP setting,
we do not report the mean of constraint violations over time
but the violation of the hard safety constraints.

B. Results

We train all algorithms with 3 different random seeds and
test the converged policies on 32 different initial conditions.
As discussed in Section 1V-C, we disable the communication
of z; between agents (investigated in Section V-C). We draw
the following conclusions.

(Q1): Def-MARL achieves the best performance with
constant hyperparameters across all environments. First,
we plot the safety rate (y-axis) and cumulative cost (x-axis) for
each algorithm in Fig. 4. Thus, the closer an algorithm is to the
top-left corner, the better it performs. In both MPE and Safe
Multi-agent MuJoCo environments, Def-MARL is always
closest to the top-left corner, maintaining a low cost while
having near 100% safety rate. For the baselines Penalty
and Lagr, their performance and safety are highly sensitive
to their hyperparameters. While Penalty with 8 = 0.02

and Lagr with A\g = 1 generally have low costs, they
also have frequent constraint violations. With 8 = 0.5 or
Ag = b, they prioritize safety but at the cost of high cumulative
costs. Def-MARL, however, maintains a safety rate similar
to the most conservative baselines (Penalty (0.5) and
Lagr (5)) but has much lower costs. We point out that no
single baseline method behaves considerably better on all the
environments: the performance of the baseline methods varies
wildly between environments, demonstrating the sensitivity of
these algorithms to the choice of hyperparameters. On the
contrary, De £ -MARL, performs best in al/l environments, using
a single set of constant hyperparameters, which demonstrates
its insensitivity to the choice of hyperparameters.

(Q2): Def-MARL is able to reach the global optimum of
the original problem. An important observation is that for
Penalty and Lagr with a non-optimal A, the cost function
optimized in their training process is different from the original
cost function. Consequently, they can have different optimal
solutions compared to the original problem. Therefore, even
if their training converges, they may not reach the optimal
solution to the original problem. In Fig. 5, the converged states
of Def-MARL and four baselines are shown. Def-MARL
reaches the original problem’s global optimum and covers all
three goals. On the contrary, the optima of Penalty (0.02)
and Lagr (1) are changed by the penalty term, so they
choose to leave one agent behind to have a lower safety
penalty. With an even more significant penalty, the optima
of Penalty (0.5) and Lagr (5) are changed dramatically,
and they forget the goal entirely and only focus on safety.
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Fig. 6: Training Curves in TARGET and SPREAD. Def-MARL has a smoother, more stable training curve compared to
Lagr (1lr). We plot the mean and shade the £1 standard deviation.

TABLE I: Policy Generalization. Testing Def-MARL on
TARGET with more agents after training with NV = 8 agents.

# Agent ‘ 32 128 512
Safety rate 99.8 £0.2 99.6 0.4 99.5 +0.3
Cost —0.387 £0.029 —0.408 £0.015 —0.410 &+ 0.009

(Q3): Training of Def-MARL is more stable. To com-
pare the training stability of Def-MARL and the Lagrangian
method Lagr (1r), we plot their cost and safety rate during
training in Fig. 6. Def-MARL has a smoother curve compared
to Lagr (1r), supporting our theoretical analysis in Sec-
tion III-B. Due to space limits, the plots for other environments
and other baseline methods are provided in Appendix E-D.

(Q4): Def-MARL can scale to more agents while main-
taining high performance and safety, but is limited by
GPU memory due to centralized training. We test the limits
of Def-MARL on the number of agents during training by
comparing all methods on N = 5,7 with FORMATION and
LINE, and N = §,12,16 with TARGET (Fig. 7). We were
unable to increase /N further due to GPU memory limitations
due to the use of centralized training. For this experiment, we
omit Lagr (1r) as it has the worst performance in MPE with
N = 3. Def-MARL is closest to the upper left corner in all
environments, and its performance does not decrease with an

increasing number of agents.

(Q5): The trained policy from Def-MARL generalizes to
much larger MAS. To test the generalization capabilities of
Def-MARL, we test a policy trained with N = 8 on much
larger MASs with up to N = 512 on TARGET (Table I) with
the same agent density to avoid distribution shift. De f-MARL
maintains a high safety rate and low costs despite being
applied on a MAS with 64 times more agents.

C. Ablation studies

Here we do ablation studies on the communication of z;,
and study the hyperparameter sensitivity of Def -MARL.

Is communicating z; necessary? As introduced in Sec-
tion IV-C, theoretically, all connected agents should commu-
nicate and reach a consensus on z = max; z;. However, we
observe in Section V-B that the agents can perform well even
if agents take z < z; without communicating to compute
the maximum. We perform experiments on MPE (N = 3)
to understand the impact of this approximation in Table II
and see that using the approximation does not result in much
performance difference compared to communicating z; and
using the maximum.

Varying ¢ in the outer problem. To robustify our
approach against estimation errors in V", we solve for a
z; that is slightly more conservative by modifying (15b) to
qu(oi, z;) < —¢ (Section IV-C). We now perform experiments
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TABLE II: Effect of z; communication (Section IV-C) in different environments.

TABLE III: Effect of varying &
(Section IV-C) for LINE (N =

; No communication (z <+ z; Communication (z = max; z;) s
Enyeniment Safety rate (Cost ) Safety rate Cost 3) with fixed v = 0.5.
TARGET 97.9+1.5 0.196+0.108 | 96.9+3.0 0.21440.141 ¢ | Safety rate Cost
SPREAD 99.0+£0.9 0.162+0.144 | 98.6+1.3  0.171+0.128
FORMATION 98.34+1.0 0.123+£0.940 | 98.34+1.8  0.126 £0.100 0.5 | 100.0+0.0  0.127 +£0.061
LINE 98.6+ 0.5 0.117+£0.540 | 98.34+0.5 0.121 £ 0.630 04| 986=+0.5  0.117+0.540
CORRIDOR 97.94+ 1.8 0.247+0.390 | 98.6+1.9  0.255=+0.470 02 ] 965+0.5  0.108 +0.044
CONNECTSPREAD | 97.9+1.7 0.324+0.187 | 99.0+0.8  0.339 £ 0.201 0.0 | 93.4£0.020 0.102+0.035

to study the effect of different choices of ¢ (Table III) on
LINE (N = 3). The results show that higher values of ¢
result in higher safety rates and slightly higher costs, while the
reverse is true for smaller £. This matches our intuition that
modifying (15b) can help improve constraint satisfaction when
the learned V" has estimation errors. We thus recommend
choosing £ close to v. We also provide the sensitivity analysis
on more hyperparameters in Appendix E.

VI. HARDWARE EXPERIMENTS

Finally, we conduct hardware experiments on a swarm of
Crazyflie (CF) drones [27] to demonstrate De £ -MARL’s ability
to safely coordinate agents to complete complex collaborative
tasks in the real world. We consider the following two tasks.

« CORRIDOR. A swarm of drones collaboratively gets
through a narrow corridor and reaches a set of goals
without explicitly assigning drones to goals.

« INSPECT. Two drones collaborate to maintain direct vi-
sual contact with a target drone that follows a path shaped
like an eight while staying out of the target drone’s avoid

zone. Visual contact only occurs when the line of sight
to the target drone is not blocked by obstacles.

For both tasks, all drones have collision constraints with other
drones and static obstacles. We visualize the tasks in Fig. 8.

Baselines. Def-MARL has demonstrated superior perfor-
mance among RL methods in simulation experiments. Con-
sequently, we do not consider RL methods as baselines for
the hardware experiments. Instead, we present a comparative
analysis between Def-MARL and model predictive control
(MPC), a widely employed technique in practical robotic ap-
plications. Notably, MPC necessitates model dynamics knowl-
edge, whereas De £ -MARL does not. We compare De £ -MARL
against the following two MPC baselines.

e Decentralized. We consider a decentralized MPC method
(DMPC), where each drone tries to individually minimize
the total cost and prevents collision with other controlled
drones by assuming a constant velocity motion model
using the current measurement of their velocity.

e Centralized. We also test against a centralized MPC
(CMPC) method to better disentangle phenomena related
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Fig. 8: Hardware tasks. We perform hardware experiments using a swarm of CF drones on the CORRIDOR and INSPECT
tasks. In CORRIDOR, the team must cross a narrow corridor and cover a set of goals collectively without prior assignment. In
INSPECT, the team must maintain visual contact with the target drone while staying out of the avoid zone around the target.
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Fig. 9: Hardware Results on CORRIDOR (N = 3). Left to right: key frames of the trajectories generated by different
algorithms. Arrows with different colors indicate the positions of different drones. Def-MARL (top) finishes the task with
100% success rate because the drones learn to cross the corridor one by one. CMPC and CMPCwA (middle) sometimes get
stuck in local minima and cannot finish the task because of the highly nonconvex cost function. DMPC (bottom) has unsafe
cases where the agents cross the unsafe radius so they cannot reach the goals because the MPC problem becomes infeasible.

to numerical nonlinear optimization and performing de-
centralized control. This method uses the same cost
function used by De £ -MARL.

Both MPC methods are implemented in CasADi [4] with the

SNOPT nonlinear optimizer [28]. Details for the hardware
setup and experiment videos are provided in Appendix F.

A. CORRIDOR

We run each algorithm from 16 random initial conditions
and use the task success rate to measure their performance.
The task is defined to be successful if all the goals are covered
by the agents and all agents stay safe during the whole task.

Accordingly, the success rate is defined as the number of
successful tasks divided by 16. In our tests, the success rates of
Def-MARL, CMPC, and DMPC are 100%, 0%, and 62.5%. To
analyze this result, we visualize the trajectory of Def-MARL
and some failure cases of the baselines in Fig. 9.

CMPC is prone to local minima. We first compare
Def-MARL with CMPC. Since we sum the distance from each
goal to the closest drone, the cost function in this task is very
nonconvex. Consequently, CMPC results in very suboptimal
solutions, where only the closest drone to the goals attempts
to reach the goals, with the remaining drones left on the other
side. To alleviate this issue, although the original task does



Fig. 10: Hardware Results of Def-MARL on CORRIDOR (N = 7). Even in this crowded environment, De £ -MARL maintains
a success rate of 100%.

Def-MARL

CMPC

DMPC

Fig. 11: Hardware Results on INSPECT. The CF drone overlayed with the vellow/green sphere is the target. The sphere turns
green when the target is observed and vellow otherwise. The CF drones overlayed with blue spheres are agents, which turn
red if the agents become unsafe. The red spheres around the target show the avoid zone that agents cannot enter. De £ -MARL
finishes the task with safe and collaborative behaviors. For example, they learn to wait on two sides of the obstacles and take
turns to observe the target. CMPC gets stuck in local minima and only moves the closest drone to the target, leaving the other

drone stationary. DMPC makes both agents chase after the target without collaboration, and even has unsafe cases.

not have an explicit goal allocation, we provide a handicap to
the CMPC methods and rerun the experiments with explicitly
assigned goals for each drone. This simplifies the optimization
problem by removing the discrete nature of goal assignment.
We name this baseline CMPCwA (CMPC with assignment).
However, even with explicit goal assignments, we still see that
sometimes one of the drones in the team gets stuck behind
the corridor, resulting in a success rate of 87.5%. In contrast,
Def-MARL does not succumb to this local minimum and
completes the task with a success rate of 100%.

DMPC has unsafe cases. As DMPC without goal assignment
will also suffer from similar issues as CMPC, we choose
to assign goals for each agent in this baseline. This results
in a simpler problem, as explained above. However, unlike
CMPCwA, the agents using DMPC do not know the actual
actions of the other agents and can only make predictions
based on their observations because of the decentralized nature
of DMPC. Therefore, collisions may occur if the other agents
behave significantly differently from the predictions. In the
DMPC row of Fig. 9, the agents collide® in the middle of
the tasks, causing the MPC optimization problem to become

SFor our safety, the safety radius of the drones is larger than their actual
radius. Here, we mean they have entered each others’ safety radius, although
they have not collided in reality.

infeasible and preventing the agents from reaching their goals.”

Def-MARL can scale up to 7 agents. We also test the
scalability of Def-MARL with 7 CF drones in the same
environment. Notably, the size of the environment remains un-
changed, so the environment becomes much more crowded and
thus more challenging. We test Def-MARL with 9 different
random initial conditions, and it maintains a success rate of
100%. We visualize one of the trajectories in Fig. 10. Note that
we were limited to only 7 drones here due to only having 7
drones available. However, given the simulation results, we are
hopeful that De £ -MARL can scale to larger hardware swarms.

B. INSPECT

We also run each algorithm from 16 different random initial
conditions. Note that the agents may not be able to observe
the target at their initial positions at the first step. In this
environment, the team of two drones should maximize the
duration where the goal is observed by at least one drone.
Measuring the task performance by the number of timesteps
where the target is not visible, we obtain that the performance
of Def-MARL, CMPC, and DMPC are 85.5£42.9, 206 £53.2,
and 251 £ 59.1, respectively. We also report the safety rate,

7Some MPC-based methods can solve the CORRIDOR environment [43, 68]
but assume pre-assigned goals. Additionally, these approaches need additional
methods for collision avoidance (e.g., Buffered Voronoi Cells [91], on-demand
collision avoidance approaches [42]), which require more domain knowledge.



defined as the ratio of tasks where all agents stay safe, which
are 100%, 100%, and 43.75%, respectively. We visualize the
trajectories of different methods in Fig. 11.

Agents using Def-MARL have better collaboration. The
INSPECT is designed such that collaboration between the
agents is necessary to observe the target without any down-
time. One agent cannot observe the target all the time on
its own because the agent’s observation can be blocked by
obstacles. It also cannot simply follow the target because of the
avoid region. Using Def-MARL, the agents learn collaborative
behaviors such as waiting on each side of the obstacles and
taking turns to observe the target when the target is on their
side. The MPC methods, however, do not have such global
optimal behavior but get stuck in local minima. For example,
CMPC only moves the closest drone to the target, leaving
the other drone stationary, while DMPC makes both agents
chase after the target without collaboration. Therefore, both
MPC methods have small periods of time where neither drone
has visual contact with the target. In addition, similar to
in CORRIDOR, we observe that DMPC sometimes results in
collisions due to the lack of coordination between drones.

VII. CONCLUSION

To construct safe distributed policies for real-world multi-
agent systems, this paper introduces De £ -MARL for the multi-
agent safe optimal control problem, which defines safety as
zero constraint violation. Def-MARL takes advantage of the
epigraph form of the original problem to address the train-
ing instability of Lagrangian methods in the zero-constraint
violation setting. We provide a theoretical result showing that
the centralized epigraph form can be solved in a distributed
fashion by each agent, which enables distributed execution of
Def-MARL. Simulation results on MPE and the Safe Multi-
agent MuJoCo environments suggest that, unlike baseline
methods, Def-MARL uses a constant set of hyperparameters
across all environments, and achieves a safety rate similar
to the most conservative baseline and similar performance
to the baselines that prioritize performance but violate safety
constraints. Hardware results on the Crazyflie drones demon-
strate Def-MARL’s ability to solve complex collaborative
tasks safely in the real world.

VIII. LIMITATIONS

The theoretical analysis in Section IV-C suggests that the
connected agents must communicate z and reach a consen-
sus. If the communication on z is disabled, although our
experiments show that the agents still perform similarly, the
theoretical optimality guarantee may not be valid. In addition,
the framework does not consider noise, disturbances in the
dynamics, or communication delays between agents. Finally,
as a safe RL method, although safety can be theoretically
guaranteed under the optimal value function and policy, this
does not hold under inexact minimization of the losses. We
leave tackling these issues as future work.
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APPENDIX A
PROOF OF PROPOSITION 1

Proof: Under the dynamics *! = f(z* 7(z*)), we have

V(z*, 2%, 1) = max { max h(zP), I(zP, w(zP)) — 2F
( ) e )pgk( ("))

= max max{h(xk),pgkafl h(zP)}, Z WxP, 7w(xP)) + Iz, 7(z®)) — 2F

p>k+1
(16)
— max { max{h(z*), max h(z")}, Z (2P, 7(2?)) — [zk — (=", w(z*))
p>k+1 pohil
=gkt
— hix® h(x? (P PYY _ LRk
max ¢ h(z"”), max prggfl (=), Z (2P, w(2P)) — 2
p>k+1
= max {h(xk), V(zFTt, A1, ™},
where we have defined 2% = z¥ — [(z*, 7(z*)) in the third equation. [ |
APPENDIX B
PROOF OF THEOREM 1
To prove Theorem 1, first, we prove several lemmas:
Lemma I: For any fixed state x, let z* denote the solution of (15), i.e.,
min 2z, (17a)
st. Vix;n(,2) <0, (17b)
and let 7* denote (-, z*), i.e., it is the optimal policy for z*:
7" = argmin V (x, z%; ). (18)
Then, no other safe policy 7 exists that has a strictly lower cost than 7* while satisfying the constraints, i.e.,
VP (z;7) <0 (19a)
Vi 7) < Viz;7*). (19b)
In other words, 7* is the optimal solution of the original constrained optimization problem
min  V(z;7), (20a)
st. V(z;7) <0. (20b)

Before proving this lemma, we first prove the following lemma.

Lemma 2: Suppose that such a 7 exists. Then, there exists a z! == V!(z;7) — V"(x; %) for which the optimal policy 7'
for z' satisfies the conditions for 7 in (19a) and (19b), i.e.,

Vi (a;nh) < V(@ 7) <0, (21a)
Viz; 7"y < Vi 7) < Vi ©*). (21b)

Proof: Since w! is optimal for 2z, we have that

V(z, 2" 7)) < V(z, 275 7). (22)



This implies that, by definition of z¥,

max {Vh(gc; ), Vi) — ZT} < max {Vh(gc; 7), Vi #) — ZT}, (23)
= Vi (z; 7). (24)

In particular,
Vi) < VP(z, %), (25)

and

Vi nh) — (Vl(x;fr) - Vh(x,fr)) < V(z, 7), (26)
— Viz;rh) < Vi 7). (27)
which proves (21a) and (21b). [ |

We are now ready to prove Lemma 1.

Proof of Lemma 1: We prove this by contradiction.
Suppose that such a 7 exists. By Lemma 2, there exists z' and 7' that satisfies the conditions for # in (19a) and (19b).
Since 7* is optimal for z*, this implies that
max {Vh(x; ), Viz;n*) — z*} < max {Vh(x;wT), Vi(z;ah) — z*} (28)

We now consider two cases depending on the value of the max on the right.

Case 1 (V"(z;7") < Vi(z;7") — 2*): For this case, max {Vh(x;ﬂ), Viz;nt) — z*} = V!(z;n") — z*. This implies
that

Vig;n*) — 2* < Viz;nh) — 2* “— Viz;7*) < Viz;oh. (29)
However, this contradicts our assumption that V(z;77) < Vi(z;7) < VY(z; 7*) from (19b).
Case 2 (V" (z;7") > Vi(z;7') — 2*): For this case, maX{Vh(x;wT), Via;nh) — z*} = V" (x;7"). This implies that

Vi (a;m*) < V(a7 (30)
and

Viz;m*) — 2% < Vi n") = Viz;7*) — Vi(z; 7)) < 2% (31)

However, if we examine the definition of zf, we have that
2f = Viz;7) — V(z; %) (32)
< Vz;7) — VP(x; 7" (from (21a) and (30)) (33)
< Viz;n*) = V(z; ") (from (19b)) (34)
< z* (from (31)). (35

This contradicts our definition of z* being the optimal solution of (17), since z' satisfies V"*(z; 7 (-, 2')) < 0 but is also
strictly smaller than z*.

Since both cases lead to a contradiction, no such 7 can exist. [ |

We also prove the following lemma.

Lemma 3: For any fixed state x, let z* denote the solution of (15), i.e.,

min 2z, (36a)

st. Vix;n(,2) <0, (36b)



and let 7.« denote (-, z*), i.e., it is the optimal policy for z*:

7y = argmin V(z, z%; 7). 37)

kis

Assuming that there does not exist another z such that V!(x;7,) = V!(z; 7.-). Then for any ¢ > 0,

Vh(:s; Torte) < Vh(:s; Tow ). (38)

Proof: Since 7.+ is optimal for z = z* + ¢,

max{V"(z; 7,1 c), Vi(z; 7 + €) — (2% + €} < max{V"(z;7,), Vi(z;m+) — (2" +€)}. (39)

For the max on the right-hand side, if V"(z;7,«) > V!(z;7.+) — (2* + €), then we immediately obtain our desired result
V(25 e o) < VI (z;m,0). (40)

We thus suppose that V*(z;7,) > V!(x;7.-) — (2* + €), and obtain that
V(g7 e) < Vizym,) — (2* +6), (41a)
Vi@ maepe) < Vi mas). (41b)
Now, since .+ is optimal for z = z*,

max{V"(z; 7, ), Vi (z; 70 ) — 2*} < max{V"(z; 7, 1), Vi(z; Tpepe) — 2* ). (42)

We now split into two cases depending on the max on the right-hand side.
Case 1 (V" (z;7m.+ ) > VY (z; 71 c) — 2%): This implies that
V! (7)) — 2" < Vh(:s; Tyt te)s 43)
hence,
V(27 o) S Vizmae) — (25 4 €) < V(@700 1e) — € (44)
which is a contradiction, so this case does not occur.
Case 2 (V" (z;7m.+ ) < VY (z; 71 c) — 2%): This implies that

Vl(x;wz) — ' < Vl(.CC;WZ*+E) — ", (45)

hence, V!(z; 7)) < V(z; 7.+, ). Combining this with (41b) gives us that V!(z;73) = V!(z; 7.+, ). However, from our

assumption, this implies that 75 = 7, . and thus our desired result of V" (z; 7.« .) < V(z;7.+).
|

We can now prove Theorem 1, which follows as a consequence of Lemma 1 and Lemma 3.
Proof of Theorem 1: Since V"(x; m) = max; V,*(x;, 0;; m), Lemma 1 implies that Equation (13) is equivalent to
z* == min{z | max V;*(z;, 05; 7(-, 2)) < 0}. (46)
We now show that this is equivalent to the following distributed implementation (equal to (15)):

2z = min{z | V*(z;, 05;7(:, 2)) < 0}, 47)
Zdisr = MAX Z;. (48)

We will now prove equality via a double inequality proof.



(zaistr < z*): By definition of z*,

V(@ 055m(-,2%)) <0, Vi (49)
However, since z; (47) is optimal, z; < z*. Hence,
Zaisir = MAX Z; < z". (50)
(zaistr = z*): By definition of zgr,
Zdisr = Zi, Vi (828
Using Lemma 3, this implies that
Vih(:ci, 05;7(+, zdise)) <0, Vi (52)
Hence, zgisy satisfies max; V" (z;,0;7(+, zaise)) < 0. Since z* is the smallest z that still satisfies this constraint,
z* < Zgiste- (53)
We have thus proved that z* = zgigy, 1-€., 2° can be computed in a distributed fashion. | |
APPENDIX C

DISCUSSION ON IMPORTANCE OF PROPOSITION 1

Establishing Proposition 1 is key to Def-MARL. Namely,

1) Satisfying dynamic programming implies that the value function is Markovian. In other words, for a given z°, the value
at the kth timestep is only a function of z* and x* instead of the z° and the entire trajectory up to the kth timestep.

2) Consequently, this implies that the optimal policy will also be Markovian and is only a function of z* and z*.

3) Rephrased differently, since the value function is Markovian, this implies that, for a given z° and z”, the value at the
kth timestep is equal to the value (at the initial timestep) of a new problem where we start with 20 = z* and 7° = z*.

4) Since we relate the value function of consecutive timesteps, given a value function estimator, we can now control the
bias-variance tradeoff of the value function estimate by using k-step estimates instead of the Monte Carlo estimates.

5) Instead of only using the k-step estimates for a single choice of k, we can compute a weighted average of the k-step
estimates as in GAE to further control the bias-variance tradeoff.

APPENDIX D
ALGORITHM PSEUDOCODE

We describe the centralized training process of Def-MARL in Algorithm 1 and the distributed execution process in
Algorithm 2.

Algorithm 1 Def-MARL centralized training

Initialize: Policy NN g, cost value function NN Vdf’ constraint value function NN qu.
while Training not end do
Randomly sampling initial conditions zY, and the initial 20 [Zmin, Zmax-
Use 7g to sample trajectories {x°, ...,z }, with z dynamics (14).
Calculate the cost value function le) (x,z) and the constraint value function Vif(oi, z).
Calculate GAE with the total value function (12).
Update the value functions Vdi and V$ using TD error.
Update the z-conditioned policy 7o (-, z) using PPO loss.
end while

APPENDIX E
SIMULATION EXPERIMENTS
A. Computation resources

The experiments are run on a 13th Gen Intel(R) Core(TM) i17-13700KF CPU with 64GB RAM and an NVIDIA GeForce
RTX 3090 GPU. The training time is around 6 hours (10 steps) for De f-MARL and Lagr, and around 5 hours for Penalty.



Algorithm 2 Def-MARL distributed execution

Input: Learned policy NN 7p, constraint value function NN Vlf.
for t=0,...,7 do
Get z; for each agent by solving the distributed EF-MASOCP outer problem (15b).
if z communication enabled then
The connected agents j communicate z; and reach a consensus z = max; z;.
Set z; = z for all agents in the connected graph.

end if
Get decentralized policy 7;(-) = 7 (-, z;).
Execute control u¥ = 7;(ok).

end for

B. Environments

1) Multi-partical environments (MPE): We use directed graphs G = (V,&) to represent MPE, where V is the set of
nodes containing the objects in the multi-agent environment (e.g., agents V,, goals V,, landmarks V;, and obstacles V,).
EC{(i,j) i €Va,j €V} is the set of edges, denoting the information flow from a sender node j to a receiver agent i. An
edge (i, ) exists only if the communication between node i and j can happen, which means the distance between node 7 and
7 should be within the communication radius R in partially observable environments. We define the neighborhood of agent 7
as N; = {j | (4,7) € £}. The node feature v; includes the states of the node x; and a one-hot encoding of the type of the
node i (e.g., agent, goal, landmark, or obstacle), e.g., [0,0,1]" for agent nodes, [0,1,0]" for goal nodes, and [1,0,0]" for
obstacle nodes. The edge feature e;; includes the information passed between the sender node j and the receiver node 7 (e.g.,
relative positions and velocities).

We consider 6 MPE: TARGET, SPREAD, FORMATION, LINE, CORRIDOR, and CONNECTSPREAD. In each environment, the
agents need to work collaboratively to finish some tasks:

o TARGET [51]: Each agent tries to reach its preassigned goal.

« SPREAD [17]: The agents are given a set of (not preassigned) goals to cover.

« FORMATION [2]: Given a landmark, the agents should spread evenly on a circle with the landmark as the center and a

given radius.

« LINE [2]: Given two landmarks, the agents should spread evenly on the line between the landmarks.

« CORRIDOR: A set of agents and goals are separated by a narrow corridor, whose width is smaller than 47, where r, is
the radius of agents. The agents should go through the corridor and cover the goals.

« CONNECTSPREAD: A set of agents and goals are separated by a large obstacle with a diameter larger than the
communication radius 2. The agents should cover the goals without colliding with obstacles or each other while also
maintaining the connectivity of all agents.

We consider NV = 3 agents for all environments and N = 5 and 7 agents in the FORMATION and LINE environments. To

make the environments more difficult than the original ones [51], we add 3 static obstacles in the first 4 environments.

In our modified MPE, the state of the agent i is given by x; = [p¥, pY,v%,vY]", where [p%,p?]" := p € R? is the position

of agent i, and [v¥,v!] is the velocity. The control inputs are given by u; = [a¥,a?]", i.e., the acceleration along each axis.
The joint state is defined by concatenation: x = [z1;...; zx]. The agents are modeled as double integrators with dynamics

) T

= [of o af af] . (54)

The agents’ control inputs are limited by [—1,1], and the velocities are limited by [—1, 1]. The agents have a radius r, =
0.05, and the communication radius is assumed to be & = 0.5. The area side length L is 1.0 for the CORRIDOR and the
CONNECTSPREAD environments and 1.5 for other environments. The radius of the obstacles r, is 0.4 in the CORRIDOR
environment, (.25 in the CONNECTSPREAD environment, and 0.05 for other environments. All environments use a simulation
time step of 0.03s and a total horizon of T = 128.

The observation of the agents o; includes the node features of itself, its neighbors j € A, and the edge features of the edge
connecting agent ¢ and its neighbors. The node features include neighbors’ states x; and its type ([0, 0, 1] for agents, [0,1, 0]
for goals and landmarks, and [1,0, 0]T for the obstacles). The edge features are the relative states e;; = x; — x;.

The constraint function 7 contains two parts for all environments except for CONNNECTSPREAD, including agent-agent and
agent-obstacles collisions. In the CONNECTSPREAD environment, another constraint regarding the connectivity of the agent
graph is considered. For the agent-agent collision, we use the A function defined as

Pafor) = 20— mig | — 5]+ vsien (2ra — iy I il 55
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where sign is the sign function, and v = 0.5 in all our experiments. This represents a linear function w.r.t. the inter-agent
distance with a discontinuity at the safe-unsafe boundary (Fig. 12). For the agent-obstacle collision, we use

ho(oi) =14 + 70 *]Igjl\}l lpi — pjll + vsign (Ta + 10— Jlgl\}l [ pj|> , (56)

where N? is the observed obstacle set of agent i. Then, the total /. function is defined as h(o;) = max{hq(0;), ho(0;)} for
environments except for CONNECTSPREAD. For CONNECTSPREAD, we also consider the connectivity constraint

pefor) = ma sy [yl — R+ vsign (e iy sl — ) &7

where R’ = 0.45 is the required maximum distance for connected agents such that if the distance between two agents is larger
than R/, they are considered disconnected. Note that this cost is only valid with agent number N < 3. For a larger number
of agents, the second-largest eigenvalue of the graph Laplacian matrix can be used. Still, since we only use this environment
with 3 agents, we use this cost to decrease the complexity. Then, the total / function of the CONNECTSPREAD environment
is defined as h(o;) = max{h.(0;), ho(0i), he(0:)}.

Two types of cost functions are used in the environments. The first type is the Target cost used in the TARGET environment,
which is defined as

1
u) = < > (0.0IHpi — 5|+ 0.001sign (ReLU(Hm [ 0.01)) + 0.0001|\u1-|\2) . (58)
i=1
The first term penalizes the agents if they cannot reach the goal, the second term penalizes the agents if they cannot reach the

goal exactly, and the third term encourages small controls. The second type is the Spread cost used in all other environments,
defined as

N

Uz, u) = % > min (0.0IHpi — p21) 4 0.001sign (ReLU(Hm N 0.01)) + 0.0001|\uj|\2) . (59)
j=1

Instead of matching the agents to their preassigned goals, each goal finds its nearest agent and penalizes the whole team with

the distance between them. In this way, the optimal policy of the agents is to cover all goals collaboratively.

2) Safe multi-agent MuJoCo environments: We also test on the SAFE HALFCHEETAH(2X3) and SAFE COUPLED
HALFCHEETAH(4X3) tasks from the Safe Multi-Agent Mujoco benchmark suite [32]. Each agent controls a subset of joints
and must cooperate to minimize the cost (which we take to be the negative of the reward in the original work) while avoiding
violating safety constraints. The task is parametrized by the two numbers in the parentheses, where the first number denotes
the number of agents, while the second number denotes the number of joints controlled by each agent. The goal for the SAFE
HALFCHEETAH and SAFE COUPLED HALFCHEETAH tasks is to maximize the forward velocity but avoid colliding with a
wall in front that moves forward at a predefined velocity.

Note: Although this is not a homogeneous MAS, since each agent has the same control space (albeit with different
dynamics), we can convert this into a homogeneous MAS by augmenting the state space with a one-hot vector to identify
each agent, then augmenting the dynamics to use the appropriate per-agent dynamics function. This is the approach taken in
the official implementation of Safe Multi-Agent Mujoco from Gu et al. [32]. For more details, see Gu et al. [32].



C. Implementation details and hyperparameters

We parameterize the z-conditioned policy 7y(o0;, z), cost-value function le) (x, z), and the constraint-value function V$ (04, 2)
using graph transformers [65] with parameters 6, ¢, and v, respectively. Note that the policy and the constraint-value function
are decentralized and take only the local observation o; as input, while the cost-value function is centralized. In each layer of the
graph transformer, the node features are updated with v} = Wyv; +>_ N, g (Wav; +Wse,;), where W, are learnable weight
matrices, and the ¢;; is the attention weight between agent ¢ and agent j computed as ¢;; = softmax( %(W4xi)T(W5$j)),
where c is the first dimension of W;. In this way, the observation o; is encoded. If the environment allows A -hop information
passing, we can apply the node feature update A/ times so that agent 7 can receive information from its M -hop neighbors.
After the information passing, the updated node features v} are concatenated with the encoded z vector Wrz, then passed to
another NN or a recurrent neural network (RNN) [34] to obtain the outputs. 7y and V$ have the same structure as introduced
above with different output dimensions because they are decentralized. For the centralized V!(z, z), the averaged node features
after information passing are concatenated with the encoded z and passed to the final layer (NN or RNN) to obtain the global
cost value for the whole MAS.

When updating the neural networks, we follow the PPO [63] structure. First, we calculate the target cost-value function
tharget and the target constraint-value function Vtgrget using GAE estimation [62], and then backpropagate the following
mean-square error to update the value function parameters ¢ and

M
1
EVZ(¢) - MZ|‘V¢Z)($kazk) 7‘/tlarget($kazk)”2a (60)
k=1
1 M N
‘CV”“ (7/’) - W Z Z HVJ}(O?, Zk) - ‘/t};rget(ofa Zk)Hza (61)
k=11=1

where M is the number of samples. Then, we calculate the advantages A; for each agent with the total value function
Vilz, z) = maX{Vé(x, z) — z, V$ (0i,2)} following the same process as in PPO by replacing V! with V, and backpropagate
the following PPO policy loss to update the policy parameters 6:

- . Wo(Of,Zk) E _ky .1 Wﬁ(OfaZk) E ok
E,T(H) == WZE min WA»L(ZE y Z ),Chp m;leCﬁp;l‘FEClip A,L(ZE y Z ) . (62)

Most of the hyperparameters of De £ -MARL are shared with Penalty and Lagr. The values of the share hyperparameters
are provided in Table IV.

TABLE IV: Shared hyperparameters of Def-MARL, Penalty, and Lagr.

Hyperparameter Value ‘ Hyperparameter Value
policy GNN layers 2 RNN type GRU
massage passing dimension 32 RNN data chunk length 16
GNN output dimension 64 RNN layers 1
number of attention heads 3 number of sampling environments 128
activation functions ReLLU gradient clip norm 2
GNN head layers (32, 32) entropy coefficient 0.01
optimizer Adam GAE A 0.95
discount vy 0.99 clip € 0.25
policy learning rate 3e-4 PPO epoch 1
V! learning rate le-3 batch size 16384
network initialization Orthogonal | layer normalization True

Apart from the shared hyperparameters, De £ -MARL has additional hyperparameters, as shown in Table V. In addition, 2y,
and zp,x are the lower and upper bounds of z while sampling z in training. Since zy,;, represents an estimate of the minimum
cost incurred by the MAS, we set it to a small negative number —0.5. We set z.,,, differently depending on the complexity of
the environment. For MPE, with maximum simulation timestep 7", we estimate it in the MPE environments using the following
equation:

Zmax — lmax * T, (63)
lmax - initdiStmaX Waistance T Wreach UmaxWeontrols (64)

where l~max is a conservative estimate of the maximum cost /. This is conservative in the sense that this reflects the case
where 1) the agents and goals are initialized with the maximum possible distance (initdisty,,x); 2) the agents do not reach
their goal throughout their trajectory; 3) the agents incur the maximum control cost for all timesteps. Wdistances Wreach, and
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Fig. 13: Cost and safety rate of Def-MARL and the baselines during training in MPE.

Weontrol denote the corresponding weights of the different cost terms in the cost function [ in (58) and (59). For the multi-agent
MuloCo environments, we first train the agents with (unconstrained) MAPPO with different random seeds, record the largest

cost incurred, double it, and then use that as zyax.

TABLE V: Hyperparameters of Def-MARL.

Hyperparameter | Value

VP GNN layers 2 for ConnectSpread, 1 for others
z encoding dimension 8

outer problem solver Chandrupatla’s method [12]

All the hyperparameters remain the same in all environments or are pointed out in the tables except for the training steps.
The training step is 10° in the TARGET and the SPREAD environments, 1.5 x 10° in the LINE environment, and 2 x 10° in
other MPE. For the Safe Multi-agent MuJoCo environments, we set the training step to 7 x 103,

D. Training curves

To show the training stability of De £ -MARL, we have shown the cost and safety rate of Def-MARL and Lagr (1r) during
training in the TARGET and SPREAD environments in the main pages (Fig. 6). Due to page limits, we provide the plots
for other environments here in Fig. 13, Fig. 14, and Fig. 15. The figures show that Def-MARL achieves stable training in
all environments. Specifically, as shown in Fig. 14, while Lagr (1r) suffers from training instability because the constraint
violation threshold is zero (as discussed in Section III-B), De f-MARL is much more stable.

E. More comparison with the Lagrangian method
In this section, we provide more comparisons between Def-MARL and the Lagrangian method, where we change the
constraint-value function of the Lagrangian method from the sum-over-time (SoT) form to the max-over-time (MoT) form.
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Fig. 15: Cost and safety rate of Def-MARL and all baselines during training in Safe Multi-agent MuJoCo environments.

Using the MoT form, the constraint-value function of the Lagrangian method becomes the same as the one used in De £ -MARL
(Equation (9)). We create 3 more baselines using this approach with different learning rates (Ir) of the Lagrangian multiplier
A, where Ir(\) € {0.1,0.2,0.3}. The baselines are called Lagr-MoT. We compare De £ ~MARL with the new baselines in the
TARGET environment, and the results are presented in Fig. 16. We can observe that the Lagrangian method has very different
performance with different learning rates of A. With Ir(\) = 0.1, the learned policy is unsafe, and with Ir(\) = 0.2 or 0.3,
the training is unstable and the cost of the converged policy is much higher than De f-MARL. In addition, we also plot the A
values during training in Fig. 16. It shows that A keeps increasing without converging to some value, which also suggests the
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instability of the Lagrangian method.

F. Sensitivity analysis on the choice of Zmax

In Appendix E-C, we have introduced how to determine the sampling interval of z. Here, we perform experiments in the
SPREAD environment to study the sensitivity of Def-MARL on the choice of zyax. In this experiment, we scale the value
of Zmax used for sampling z, and denote by zmax orig the original value used in the experiments in the main pages, i.e.,
Zenosal Zmax,orig = 1.0 uses the same value as in the main pages. We report the safety rates and the costs of the Def-MARL
policies trained with different z,,,x in Table VI. We see that both safety and costs do not change much even when our estimate
of the maximum cost z;,,, changes by up to 50%. If z,., is too large (e.g., 2 Zmax,orig)> the policy becomes too conservative
because not enough samples of z that are near z* are observed, reducing the sample efficiency. On the other hand, when zpax
is too small (e.g., 0.25 Zmax orig), there may be states where the optimal z* does not fall within the sampled range. This causes
the rootfinding step to be inaccurate, as V' will be queried at values of z that were not seen during training, resulting in safety

violations.

TABLE VI: Safety and Cost of Def-MARL policies trained with different z,,.

Zmax/Zmax,orig | Safety rate Cost
0.25 93.8+£24 0.152+0.100
0.5 98.0+1.4 0.155+0.104
1.0 99.0+£09 0.162+0.144
1.5 99.0£0.0 0.165+0.100
2.0 99.0£0.1 0.228+£0.109

G. Effect of z; communication with more agents

To test the effect of z; communication with more agents, we increase the number of agents to 512 (at constant density) in
TARGET environment during the test (Table VII). Without communication, we only see a 0.3% drop in safety rate going from
N =32 to N = 512. With z communication, safety does not decrease with increased V.

TABLE VII: Effect of z; communication in larger scale environments.

N No communication (z < z;) Communication (z = max; z;)
Safety rate Cost Safety rate Cost

32 | 99.8 £0.2 —0.387+£0.029 | 99.8 £0.2 —0.416 £0.052

128 | 996 +0.4 —0.408 £0.015 | 99.8 £0.3 —0.491 +0.090

512 | 99.54+0.3 —0.410£0.009 | 999+0.1 —0.608 £0.210

H. Code

The code of our algorithm and the baselines are provided on our project website https://mit-realm.github.io/def-marl/.



APPENDIX F
HARDWARE EXPERIMENTS

A. Implementation details

Hardware platform. We perform hardware experiments using a swarm of Crazyflie (CF) 2.1 platform [27]. We use two
Crazyradios to communicate with the CFs and use the Lighthouse localization system to perform localization with four SteamVR
Base Station 2.0. The computation is split into two parts: Onboard computation is performed on the CF microcontroller unit
(MCU), and the offboard computation is performed on a laptop connected to the CFs over Crazyradio. We use the crazyswarm?2
ROS2 package to communicate with the CFs, and a single ROS2 node for the off-board computations at SOHz.

Control framework. Given a state estimation of the CFs using the Lighthouse system, the laptop inputs the states to
the algorithm models (Def-MARL, CMPC, or DMPC), which then outputs the accelerations. Then, the laptop computes the
desired next positions, velocities, and accelerations for the CFs, and sends the information to the CF MCU. After receiving
the information, the CF MCU uses the onboard PID controller to track the desired position, velocity, and acceleration, which
outputs the motor commands. Distributed execution is simulated on the laptop by only giving each agent local information as
input to their distributed policies.

B. Tasks

CORRIDOR. The CORRIDOR task uses the same cost and constraint function as the simulation CORRIDOR environment,
which has been introduced in Appendix E-B.

INSPECT. In this task, two CF drones need to work collaboratively to observe a moving target CF drone while maintaining
collision-free with each other and the obstacles. The constraint function / is defined the same as the simulation environments
defined as N(o0;) = max{h,(0;), ho(0;)} with h, and h, defined in (55) and (56). The cost function is given by

N
1
e, 1) = Lyisivitiy () + 0.1 min i (27, 2) -+ - Laction (1), (65)
=1

where lyisibitity () = 0 if the target is observable by at least one agent and lyisiniiity () = 0.01 otherwise. For lgist (z;, ), we
have lgist(x;, 2) = 0 if the target is observable by agent 4, otherwise, it is defined as the distance between the farthest observed
point on the agent-target line and the target. Finally, lyction () is defined as lyetion(u;) = 0.00001 ||u; |2,

C. Videos

The videos of our hardware experiments are provided in the supplementary materials named ‘Corridormp4’ and ‘In-
spect.mp4’.

APPENDIX G
CONVERGENCE

In this section, we analyze the convergence of the inner RL problem (13b) to a locally optimal policy.

Since we solve the inner RL problem (13b) in a centralized fashion, it can be seen as an instantiation of single-agent RL,
but with a per-agent independent policy. Define the augmented state * & X=X xR as [, z], which follows the dynamics
f:)?xbl%)?deﬁnedas

F(i*, 24, 0) = [F(a®,d?), 2% — U, ub)]. (66)
The inner RL problem (13b) can then be stated as
: E _(~k
min - max h(z”, 7 (2%)) (67a)
st B = f(@R 7 (&), k > 0. (67b)

This is an instance of a single-agent RL avoid problem. Consequently, applying the results from [81, Theorem 5.5] or [67,
Theorem 4] gives us that the policy 7 converges almost surely to a locally optimal policy.

APPENDIX H
ON THE EQUIVALENCE OF THE MASOCP AND ITS EPIGRAPH FORM

In Section III-B, we state that the Epigraph form (5) of a constrained optimization problem is equivalent to the original
problem (3). This has been proved in So and Fan [66]. To make this paper more self-contained, we also include the proof
here.



Proof: For a constrained optimization problem (3), its epigraph form [10, pp 134] is given by

17rrlizn z, (68a)
sjt. him) <0, (68b)
J(m) < z, (68¢)
where z € R is an auxiliary variable. Here, (68b) and (68c) can be combined, which leads to the following problem:
17rrlizn z, (69a)
sjt. max {h(m), J(7) —z} <0. (69b)

Using this form, So and Fan [66, Theorem 3] shows that the minimization of x can be moved into the constraint, which yields

min z, (70a)

s.t. minmax {h(7),J(7) — z} <0. (70b)

This is the same as (5). |



